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 Introduce Quantile Regression
o Recall OLS
o Describe quantile regression
o Koenker & Hallock low birthweight example
o Features of QR & considerations
o Implementation in Stata
o More on interpreting estimates
o Additional examples

 Summary



Introduction: Quantile Regression
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 Introduced by Koenker and Bassett in 1978

 Estimates the association between 𝑋𝑋 and continuous 
dependent variable 𝑌𝑌 at various points in the 
conditional distribution of 𝑌𝑌

 Can be considered an extension of classical least 
squares estimation

 Does not address endogeneity 



Recall: OLS Model
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𝑌𝑌 𝑖𝑖 = 𝛽𝛽 0 + 𝛽𝛽 1 𝑋𝑋 𝑖𝑖 + 𝑒𝑒 𝑖𝑖
 Conditional mean model

o 𝑌𝑌 : (continuous) outcome variable of interest
o 𝑋𝑋 : explanatory variable of interest or treatment
o 𝑒𝑒 :  error term
o 𝛽𝛽 1 :  the change in 𝑌𝑌 associated with a unit 

change in 𝑋𝑋
 Estimation: Minimize sum of squared residuals 

𝑛𝑛

𝑚𝑚𝑖𝑖𝑚𝑚�(𝑒𝑒𝑖𝑖)2
𝑖𝑖=1



Quantile Regression (QR)
 What if we are interested in more than the expectation or 

average of Y ?
o Examples: distributional effects of a policy across household 

incomes, gender differences across wages, price elasticity of 
demand for alcohol between light and heavy drinkers

 Models the conditional quantile function (CQF) of 
Y  given X

𝑄𝑄τ 𝑌𝑌𝑖𝑖 𝑋𝑋𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1𝑖𝑖+. . +𝛽𝛽𝑘𝑘𝑋𝑋𝑘𝑘𝑘𝑘 + 𝑒𝑒𝑖𝑖
where 𝑄𝑄τ is the quantile τ of Y
Example: At 𝑄𝑄.25, 25% of data have Y below 𝑄𝑄.25 and 75% have Y above
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Quantile Regression (QR)

 Estimation:
o For median regression (τ =.5), minimize sum of 

absolute residuals
o For all other τ, minimize sum of weighted absolute 

residuals
 Interpretation:

o Intercept: Predicted value for quantile τ of Y given
X’s equal 0

o �𝛽𝛽𝑥𝑥: Change in Y at quantile τ given a one-unit 
change in X, controlling for other factors in the 
model
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Low Birthweight Example

 Study by Abrevaya (2001)
 Revisited by Koenker and Hallock (2001)

o Study population: Singleton births to a black or 
white parent residing in US

o Outcome: Birthweight in grams
o Covariates (15 total): Parent age, marital status, 

race, education, timing of first prenatal visit, etc.

7



Low Birthweight Example – Select Results

 Figure 4 plots 19 quantile 
regression estimates from τ=.05 to 
τ=.95 for each covariate.

 Disparity between infants born to 
black and white parents is greater 
at lower conditional quantiles.

 OLS underestimates the difference 
at the lower end of the distribution.
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Figure 4. Ordinary Least Squares and Quantile Regression Estimates for Birthweight Model. From Koenker, Roger, 
and Kevin F. Hallock. 2001. "Quantile Regression." Journal of Economic Perspectives, 15 (4): 143-156.

Dashed line: OLS estimate
Dotted lines: OLS 90% CI 



Low Birthweight Example – Select Results

 Again, OLS underestimates the 
association between no prenatal 
care and birthweight at low 
quantiles, and overestimates at 
highest quantiles. 
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Figure 4. Ordinary Least Squares and Quantile Regression Estimates for Birthweight Model. From Koenker, Roger, 
and Kevin F. Hallock. 2001. "Quantile Regression." Journal of Economic Perspectives, 15 (4): 143-156.

Dashed line: OLS estimate
Dotted lines: OLS 90% CI 



Low Birthweight Example – Select Results

 Uniform effect of high school 
graduation, relative to less than 
high school education.
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Figure 4. Ordinary Least Squares and Quantile Regression Estimates for Birthweight Model. From Koenker, Roger, 
and Kevin F. Hallock. 2001. "Quantile Regression." Journal of Economic Perspectives, 15 (4): 143-156.

Dashed line: OLS estimate
Dotted lines: OLS 90% CI 



Features of QR
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 Less sensitive to non-normal errors and outlier 
observations of Y than OLS

 QR works with skewed data 

 Invariant to monotonic transformation

 Outliers on Xs can be highly influential in QR

 Estimates may still be biased due to endogeneity 
from omitted variables, sample selection, or 
simultaneity



Subset on Y?
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 What about creating subsets of Y based on its 
unconditional distribution and running 
separate OLS?
o Does truncation create sample selection 

bias? 
o Reduces variation in Y
o Is there a meaningful cutoff? Examples: 

low birthweight ≤ 2500 grams, under 
100% federal poverty level



QR Implementation in Stata
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Wage = α + β1AgeGroup + β2Tenure + β3CollegeDegree + ε

Simple OLS:

Obtaining a college degree is associated with an average wage increase of $7.55 
increase, controlling for age and tenure.   



QR Implementation in Stata
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Wages and income are often skewed. 
Typical worker may be better represented by the median as opposed to average. 

Controlling for other factors in the model, obtaining a college degree is 
associated with wage increase of $7.68 at the 50th percentile of wages.

[iterations omitted]



QR Implementation in Stata
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Repeat for τ = .25, .75 or use -sqreg command for simultaneous-quantile 
regression. 
Examine estimates.



QR Implementation in Stata
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Graph quantile regression estimates along conditional distribution of wage (τ
from .05 - .95 at .05 increments). Install -qregplot if needed.



QR Implementation in Stata

17

Test equivalence of quantile regression estimates

Reject that the association between a college 
degree and wages is equivalent at the 
conditional 50th and 95th quantiles.

Cannot reject that the association between a 
tenure and wages is equivalent at the 
conditional 25th, 50th, and 75th quantiles.



QR Implementation in Stata
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Interquantile range regression: regressions of the difference in quantiles 
Coefficients are difference of two quantile regressions coefficients



More on Interpretating Estimates

 “Quantile coefficients tell us about effects on 
distributions, not on individuals.” – Angrist & 
Pischke, 2009

 𝛽𝛽�𝑥𝑥 does not move individuals away from the 
conditional quantile. It moves the distribution so 
that the value of the τth quantile is changed.

Consider the quantile regression estimate for college degree at the 95th

percentile: 

The conditional 95th percentile is $8.42 higher if a worker had a college degree 
than if they did not have a college degree.



Quantile Regression: More Examples

Study population: Commercially insured patients with hypertension
Outcome: Adherence to antihypertensive drugs measured as medication possession ratio (MPR)
Explanatory variable: Patient cost-sharing measured as categories of copay or % coinsurance



Study population: Adults in Medical Expenditures Survey, 2005-2006 and 2008-2009
Outcome: Annual health care spending per person
Explanatory variable: Indicator for Great Recession and interaction with respondent 
race/ethnicity 



Study population: Veterans who underwent unilateral initial inguinal hernia repair
Outcome: 30-day complication (primary) and operative time (secondary)
3 treatment groups: laparoscopic repair under general anesthesia , open repair under local 
anesthesia, and open repair under general anesthesia



Advanced QR Topics
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 Conditional quantiles vs unconditional or marginal quantiles
o Machado, J. A., & Mata, J. (2005). Counterfactual decomposition 

of changes in wage distributions using quantile regression. 
Journal of applied Econometrics, 20(4), 445-465.

o Firpo, S., Fortin, N. M., & Lemieux, T. (2009). Unconditional 
quantile regressions. Econometrica, 77(3), 953-973.

 Censored quantile regression
o Koenker, R. (2008). Censored Quantile Regression Redux. J. 

Statistical Software, 27, https://www.jstatsoft.org/v27/i06
 IV estimation of quantile treatment effects

o Abadie, Alberto, Joshua Angrist, and Guido Imbens. (2002). 
Instrumental Variables Estimates of the Effect of Subsidized Training 
on the Quantiles of Trainee Earnings. Econometrica 70, no. 1 : 91–
117. 

o And more…

https://www.jstatsoft.org/v27/i06


Resources
Angrist, J. D., & Pischke, J. S. (2009). Mostly harmless econometrics: An 
empiricist's companion. Princeton university press.

Hao, L., and Naiman, D. Q. (2007). Quantile Regression. London: Sage 
Publications.

Koenker, R. & Hallock, K. F. (2001). Quantile regression. Journal of economic 
perspectives, 15(4), 143-156. 

Koenker, R. (2022). quantreg: Quantile Regression. R package version 5.93. 
https://CRAN.R-project.org/package=quantreg

Rodriguez, R. N. & Yao, Y. (2017). Five Things You Should Know about 
Quantile Regression. Cary, NC: SAS Institute Inc. Available 
https://support.sas.com/resources/papers/proceedings17/SAS0525-2017.pdf

https://cran.r-project.org/package=quantreg
https://support.sas.com/resources/papers/proceedings17/SAS0525-2017.pdf


Summary
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 Quantile regression is a powerful tool for characterizing 
relationships with Y across the conditional distribution of Y

o Allows researchers to examine a complex story beyond 
the conditional mean 

 QR works with skewed data 

 QR more robust to non-normal errors and outlier 
observations of Y than OLS

 QR estimates refer to distributions of Y



Thank You
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 Questions?

 Please email me if you have any additional questions: 
Linda.Tran4@va.gov

mailto:Linda.Tran4@va.gov
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