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C	 iCausality
 
� Want to be able to understand impact of implementing new 

program or intervention.
 
IdIdealllly, would estitimatte causall effectt off t treattmentt  on outtcomes
� ld ff 
by comparing outcomes under counterfactual 
–	 Treatment effect=Y (1) Y (0)Treatment effect=Yi(1)-Yi(0) 
– Observe outcome Y when patient gets treatment, t=1 and 

when same patient does not get treatment t=0when same patient does not get treatment, t 0  
–	 Compare difference in outcomes to get impact of treatment 
–	 In reality we don’t observe same patients with and without In reality we don t observe same patients with and without 

treatment 



    

       

  

Randomized Experiment
 
�� Randomize who gets treatment T Randomize who gets treatment T 

R T O 
R O 

� Comppare outcome between treated and untreated 
groups to get impact of treatment 

�� Because treatment was randomized, there are no Because treatment was randomized, there are no 
systematic differences between treated and untreated 
groups.groups. 

� Differences in outcomes can be attributed to causal 
effect of treatmenteffect of treatment 



   

       

  

 

Causality and Observational
Causality and Observational
 
Studies
 

� Most health services research is observational 
and cross sectional 
– Causality difficult to show because of confoundingCausality difficult to show because of confounding 

also referred to as selection and endogeneity 
� Omitted variables biasOmitted variables bias 
� Selection 
� Reverse causalityReverse causality 
� Measurement error 



     

Observational Study Example
 

� Observe some patients with diabetes in 
primary care clinic participate in phone basedprimary care clinic participate in phone-based, 
disease management program, others don’t. 
– Compare A1c, cholesterol, other outcomes 

between groups of patients at end of program 
– If patients who participated in the program had 

better outcomes than those who didn’t, can we 
conclude the program caused the better outcomes? 



 

Q&A 

� Please respond using Q&A panel: 
– WhWhat othher ffactors could h ld have lledd thhe 


program participants to have better 

outcomes than the non-participants?
 



      

        

        

  

Bias of Treatment Effect 
� Characteristics not be balanced between groups 
� Enrolled had better outcomes to start withEnrolled had better outcomes to start with 

� Patients selected into treatment 
�� Enrolled would have improved over time b/c moreEnrolled would have improved over time b/c more 

motivated to improve 

�� Changes over time occurred that were unrelated toChanges over time occurred that were unrelated to 
intervention 
� EEnroll  lledd a llso engaged in oth  ther activiti  ities (nott part
d i  ti  ( t  

of program), e.g. reading diabetes info online 
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Quasi-experimental Methods
 

� Observational studies do not have randomized 
treatment so use methods to make like treatment, so use methods to make like
 
experimental study.
 
– Identify similar control group 
– Try to eliminate any systematic differencesTry to eliminate any systematic differences 

between treatment and control groups 
� CCompare ((chhange iin)) outcomes bbetween 

treatment and control groups 
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Sample selection 
� Bias arises when outcome is not observable for some people, 

sample selection 
� Form of omitted variables bias 
� Example: attrition from study collecting outcomes data from 

patients 
–	 Health outcomes only observed in respondents 
– Not possible to make inferences about determinants of 

health outcomes in study population as whole. 
– If reasons why patients don’t respond are correlated with 

unobservable factors that influence outcomes, then 
identification problemidentification problem. 



 

     

Sample selection 
� One solution to sample bias is a selection model called 

Heckman probit or heckit or generalized tobit 
� First stage uses probit model for dichotomous outcome 

(selection equation) for whole sample 
� From parameters in first stage, calculate inverse mills ratio or 

selection hazard for each patient 
� Add inverse mills ratio as variable into second stage 
� Second stage uses OLS model for linear outcome (outcome 

ti ) f d t i lequation) for respondents in sample 
� Assumption is that error terms of two equations are jointly 

normally distributed and correlated by ρnormally distributed and correlated by ρ 



β ρ γ

  
  

 

         

Sample selection
 

1) D=Zγ+ε D=1 participation, D=0 no participation 
2)2) w**=Xβ+μ Onl ha e o tcome * hen D 1Xβ+ Only have outcome w* when D=1 
Estimate 1) and get φ(Zγ)/Φ(Zγ)= λ inverse mills ratio 
Estimate 2) adding λ as a parameter 
� E[[w||X,, D=1]]= Xβ + ρδμμλ((Zγ)) 
� Coefficient of λ is ρ, if =0 then no sample selection
 

�� Want instruments (included in Z) that are not related
 Want instruments (included in Z) that are not related 
to outcome w 



 

Sample selection 
� If outcome is dichotomous, can use bivariate probit 

model. 
� If outcomes data are available for all patients, then 

use treatment effects model. 
� New, semiparametric models do not make joint 

normality assumptions.normality assumptions. 



Sample selection
 
� Strengths 

– Generalizes to pp population of interest 
– Addresses selection based on unobservables 

�� WeaknessesWeaknesses 
– Assumes joint normality of errors in two 


equatitions.
 
– Can still be run if no instrument (unlike 2SLS) but 

relying on distributional assumptions of non-
linearity in inverse mills ratio. 



Sample selection 
� Stata code 
Heckman yy x1 x2 x3, select ((x1 x2 z1 z2)) twoste pp
 



 

  

SSamplle SSellectiti  on EExamplle
 
� Zh A G b  J X b  Q Y b X Y  J Eff  tZhoua A, Gaob J, Xueb Q, Yangb X, Yan J. Effects 

of rural mutual health care on outpatient service 
tili ti i Chi ill di l i tit tiutilization in Chinese village medical institutions: 

evidence from panel data. Health Econ. 18: S129– 
S136 (2009)S136 (2009) 

� Compare effect of outpatient insurance program and 
drug policy to restrict drug prescribing on outpatient 
medical expenditures. 

� Only some residents had outpatient visits. 



SSamplle SSellectiti  on EExamplle 
� Zhou et al. results 



  
Sample Selection Example
 

� Zhou et al Zhou et al . results
� results
 



 

 

P ll  1  Poll 1 on samplle sectiion: 

a. SSamplle selection moddels are usedd to elimiinate bias
l i  l  li  bi  
due to unobservable characteristics. 

b. Sample selection models are used to eliminate bias 
l d t b  bl  h  t i ti  only due to observable characteristics. 

c. SSamplle sellecti  tion moddells ddo nott assume jointj i t  
normality of the selection and outcome equations. 
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Differences-in-Differences
 

� Can exploit natural experiment with D-D 
N d l  it  di  l d  t  b  t  t� Need longitudinal data or observe outcome at 
different time points for treatment and control 
groups 

� Subtract out differences between treatment and
 � Subtract out differences between treatment and 
control groups and differences over time 



Differences-in-Differences
 
25
 

Average treatment effect=(B-A) – (D-C) 
20
 

A 

C 

B 

15
 

Treatment 
Control10
 D 

5
 

0 

Pre Post 



β
   

 

Differences-in-Differences
 

�Program P: 0=no, 1=yes 
��Time T: 0=pre, 1=post 

Y= β + β T +  β P + β P*T +εY= β0 + β1T + β2P + β3P T +ε 
� So β33 is the differences-in-differences 

estimate 

β = (ΔY ) − (ΔY )3 P=1 P=0 



dd esses o ed v b es b s   

       

Differences-in-Differences
 

� Strengths 
– DiffDifference out tiime trendd 
– Addresses omitted variables bias if 


unmeasured time invariant factors
 

� W kWeaknesses 
– If unobserved factors that change over time,If unobserved factors that change over time, 

can have biased estimates 



β β β

= –

 

 

  

Differences-in-Differences
 
�� UUnobbserved f d facttors oft ften cause omittittedd variiablbles bias
bi 
� Panel analysis with time invariant characteristics δi 

for individual (observed and unobserved) 
Yitit= β00 + β11Ttt + β22Pitit +δii +εitit 
� Difference model 

Y Y = β + (P P )*β + ε εYi1-Yi0 β1 + (Pi1 -Pi0)*β2+ εi1 εi0 

� β1 is time trend 
� β2 is treatment effect 
� Time invariant δii dropps out of model 



e e ces e e ces

  

  

Differences-in-Differences
 

Fi d ff i f “ i hi i ”
� Fixed effects estimate of “within estimator” 
same as first differencing with 2 time periods 

� Cannot estimate effect of time invariant factors 
in FE modelin FE model 

� Stata command xtreg will run FE 



e ts O ed cat o d e e ce W t  

     

      

D-D Example
 

� Chernew ME et al. Impact Of Decreasing 
Copayments On Medication Adherence Within ACopay 
Disease Management Environment. Health Affairs; 
Jan/Feb 2008;; 27 ,, 1 ;;103-112. 

� Two health plans implemented disease management 

programs but only one reduced drug copayments
 programs, but only one reduced drug copayments
 

� Drug adherence for two groups of patients compared 
prepre-post implementation of disease management andpost implementation of disease management and 
reduction in drug copays 



D-D Example 

� Chernew et al. 



Poll 2 on differences-in-differences 

a. Differences-in-differences eliminates confounding 
due to time trends. 

b. Differences-in-differences can eliminate omitted 
variables bias from time invariant factors. 

c. Both a and b 

d. None of the above 
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Regression Discontinuity
 
�� Can do when treatment is not randomly assigned but
 Can do when treatment is not randomly assigned but 

based on a continuous, measured factor Z 
–	 Z called forcing variable Z	 called forcing variable 

� Discontinuity at some cutoff value of Z 
� Individuals cannot manipulate assignment of Z 
� Only jumpp  in outcome due to discontinuity ofy j  y 
  

treatment
 
� Treatment effect =the expected outcome for units just the expected outcome for units just
� Treatment effect 

above the cutoff minus the expected outcome for 
units just below the cutoff (otherwise identical)units just below the cutoff (otherwise identical) 



        

Regression Discontinuity
 

� Strengths 
– Z can have direct impact on outcome (unlike Z can have direct impact on outcome (unlike 

instrumental variables) 
� Weaknesses 

– Need to test functional form for effect of treatment 
(e.g. linear, interaction, quadratic terms) or can get 

biased treatment effects if model is missppecified.
 



e act o ed ca su a ce o t e  

    

   

RD Example
 

� Bauhoff, S., Hotchkiss, D. R. and Smith, O. (2011), 

The impactp of medical insurance for the poor in
poo 
Georgia: a regression discontinuity approach. Health 
Econ.,,  20: 1362–1378. 

� Effect of medical insurance program for poor in 
republic of Georgia on utilizationrepublic of Georgia on utilization 

� Eligibility for program limited to residents below 
means test score (SSA)means test score (SSA) 

� Compare outcomes for eligible residents versus low 
iincome resid idents who are not eliligibleh	 ibl 



RD Example 
� Bauhoff et al 



 

RD Example
 
Bauhoff et al 

Y=β0+β1MIP+β2f(score-cutoff)+β3MIP*f(score-cutoff)+β4X+ε
 

β1 =treatment effect, discontinuous change at cutoff 
β2 =effect of means test on outcomes for non-beneficiaries 
β33 =effect of means test on outcomes for beneficiaries 



 RD E lRD Example 
� Bauhoff et al 



 

 

Poll 3 on Regression discontinuity
 

a. Regression discontinuity can be used when 
treatment is assigned based on some unknown factor. 

b. Regression discontinuity can’t be used when 
treatment assignment is directly related to the 
outcome. 

c. Regression discontinuity can be used when 
treatment is assigned based on cutoff of a continuous 
eligibility score 



       

Poll 4 on final review 

a. Quasi-experimental methods can help address common sources 
of bias of treatment effects in observational studies. 

b Quasi  experimental methods attempt to reduce any systematic
 b. Quasi-experimental methods attempt to reduce any systematic 
differences between treatment and control groups. 

c. Quasi-experimental methods provide stronger study designs in 
order to make inferences about causality. 

d. All of the above 



-      

 

Review
 
� QQuasii-experiimentall methhodds can hhellp address
dd  

common sources of bias of treatment effects in 
observational studies. 

�� Quasi-experimental methods attempt to reduce
 Quasi experimental methods attempt to reduce 
any systematic differences between treatment 
andd conttroll groups. 

� QQuasi-expperimental methods pprovide strongger 
study designs in order to make inferences 
about causalityabout causality. 
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