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Molly:	So, at this time, without further ado, I would like to introduce our speakers, our presenters in the order of speaking. We have Byron Powell. He’s an Assistant Professor in the Department of Health Policy and Management at the Gillings School of Global Public Health at the University of North Carolina at Chapel Hill. Speaking second will be Thomas Waltz. He’s an Assistant Professor in the Department of Psychology at Eastern Michigan University and a research associate at the VA Ann Arbor Center for Clinical Management Research. And, finally, we Laura Damschroder speaking. She is a research investigator at VA Ann Arbor Center for Clinical Management Research and a project PI with the Personalizing Options for Veteran Engagement QUERI program, known as PROVE. And, without further ado, Byron, can I turn it over to you?

Byron:	Yes, you may.

Molly:	Okay. You should have that popup now, and we’re live. Thank you.

Byron:	Great. Thank you for that introduction and we’re thrilled to be here today to present on a series of studies, all of which are associated with an ongoing study of ours called the Expert Recommendations for Implementing Change, or the ERIC project. We would like to acknowledge VA funding for both the ERIC project and the Foundational CFIR studies from the VA Mental Health QUERI in Little Rock, Arkansas, and the VA Diabetes QUERI in Ann Arbor, Michigan. We’d also like to acknowledge the rest of the ERIC team, including JoAnn Kirchner from the Center Arkansas Veterans Healthcare System and the University of Arkansas for Medical Sciences;. Matthew Chinman from RAND and the VA Pittsburgh Healthcare System; Monica Matthieu from Saint Louis University and the Central Arkansas VA Healthcare System: Enola Proctor from Washington University in St. Louis; and Jeff Smith from the Centeral Arkansas Veterans Healthcare System. 

So, we’re actually going to start off with a poll question, just to get a sense of the audience and sort of your work related to implementation and quality improvement science. So, if we could show the poll, that would be wonderful. 

Molly:	Thank you. So, for our audience members, you have that poll question up on your screen at this time. Please just click the circle next to the answer option that best described the nature of your work. The answer options are “I conduct or collaborate on implementation research studies,” I implement programs and/or engage in quality initiatives,” “I do some of both,” or “None of the above.” And, these are anonymous responses, and it looks like we’ve got a very responsive audience, so thank you. We’ve already 80% vote, and I see a strong trend. So, I’ve going to go ahead out the poll now and share those results. So, it looks like we have 45% of our respondents do conduct or collaborate on implementation research studies. Coming in second, we have 42% that do a little of both. 6% that solely do implement programs or engage in quality initiatives, and 6% respond none of the above. So, thank you to those respondents, and I’ll turn it back to you now, Byron. 

Byron:	Excellent. That’s very helpful and I was remiss for skipping this slide. Just by way of overview, I’m going to present a first study that focuses on refining a compilation of discrete implementation strategies and determining their importance and feasibility. And, I’m going to hand it over to Tom, who’s going to talk about our efforts to develop expert consensus on the types of strategies that are needed to implement specific clinical innovations and different settings with varying contextual features. And, then finally, Laura is going to talk about our effort to match the refined compilation of implement strategies to contextual barriers as identified by the consolidate framework for implementation research. 

So, we defined implementation strategies as methods or techniques used to enhance adoption, implementation and sustainability of a clinical program or practice. And, we tend to talk about discrete implementation strategies, which involve a single action or process such as clinical reminders, audit and feedback, training workshops and the like, as opposed to multifaceted strategies, which combine multiple discrete strategies. 

And, the initial question we had was what strategies can be used to implement evidence-based innovations in clinical settings? 

And, when we looked to the literature, one of the immediate problems was we had this, the term  the “Tower of Babel” problem that many of the terms and definitions that are used in the literature are used inconsistently, and then implementation strategies are often poorly described. 

And, so a few years ago, colleagues from Washington University including Curtis McMillen, who’s now at the University of Chicago, worked to conduct a review of the literature in the hopes of providing some clarity with respect to implementation strategies. And, this review drew from existing compilations and taxonomies such as the Cochran [PH] collaborations, effective practice and organization of caregivers taxonomy and other existing compilations. It also involved a database search and an expert query to ask for literature. And, the final compilation, which we published in Medical Care Research and Review included 68 discrete strategies, which we categorized along these, in this six buckets: the default strategies that can be helpful in planning implementation efforts; strategies to educate providers and other implementation stakeholders; strategies to finance the effort; strategies that involved restructuring either clinical teams or the physical environment; strategies that focus on managing the quality of service delivery; and strategies that really focused on attending to the policy context or outer setting for implementation. There were a number of limitations to this review. First and foremost, it was not informed by a wide range of implementation and clinical experts. It was primarily driven by the study team and that expert query for literature, but outside experts weren’t necessarily commenting on the terms, the strategy terms and definitions that we developed. So, there’s no consensus beyond the review team, and the categories that we came up with were not empirically derived. 

And, so the ERIC project, the broader purpose of the ERIC project was really to develop consensus about the types of implementation strategies that could be used to good effect in the VA system. And, I’m going to be presenting on Stages 1 and 2 of the ERIC project. The purpose of stage one was to establish expert consensus on the common nomenclature for implementation strategy terms and definitions. And, then Stage 2 was to develop conceptually distinct categories of implementation strategies and also obtain ratings of their feasibility and effectiveness. After I present, Tom is going to go on to talk about Stage 3 of the ERIC project. And, you can see on this slide the study protocol which is published in Implementation Science, if you’d like a broader overview of the entire ERIC project, as well as some of the methodological details that we’re going to probably gloss over here today. 

We began by recruiting a panel of expert participants through a snowball reputation-based sampling procedure. We began with the editorial board of Implementation Science and also invited the implementation research coordinators from the VA QUERIs, as well as faculty and fellows from an NIMH-funded implementation training institute called the Implementation Research Institute. We restricted our panel to the four primary time zones in the U.S., primarily to avoid conflicts with scheduling for some of the rounds of this process, which I’ll discuss here in a minute. Ultimately, we recruited a group of 71 participants, the vast majority of whom were from the U.S. 90% had expertise in implementation science, 45% also had expertise in clinical practice. And, about two-thirds were associated with the VA. 

So, Stage 1 really involved a 3-round Delphi process. The first two rounds of which were an asynchronous web-based survey to refine and extend the original 2012 compilation. And, during this round, participants were given a survey that included the 2012 strategy terms and definitions, of which, again, there were 68. And, they were given an opportunity to suggest comments and edits to those definitions and terms, and also the opportunity to propose new strategies and definitions that they thought that the compilation inadequately described the range of available strategies. After each round, participant feedback was summarized, both quantitatively and qualitatively, and presented back to participants to inform the subsequent round. And, so they were—we indicated whether, whether and how many participants made comments on each strategy and qualitatively described the types of comments that came in. And, that was, that informed the subsequent rounds. The third round actually involved a web-based polling and consensus process in which participants[audio breakup] the new definitions and terms that were provided in rounds one and two.

Here is a basic schematic of our voting procedures in round three. I won’t dwell on that, but wanted to provide it in case you want to take a look in your spare time. 

So, Stage 2 of this process involved concept mapping, which many of you are probably familiar with. 35 members of our expert panel participated in this process, and they were engaged in a structured sorting and rating tasks in Concept Systems Global MAX, which is a software that facilitates this process. Ultimately, that data is analyzed using multidimensional scaling and hierarchical cluster analysis, and is used to produce visual representations of the interrelationships between implementation strategies. 

So, just quickly here, you can see what the participant view of a sorting task looks like. All of the implementation strategies, the discrete strategies are listed on the left-hand side of the browser, and participants were encouraged to drag them into piles that made sense to them, that were sort of conceptually coherent to them. They were also asked to rate each of the discrete strategies in terms of their importance and feasibility on a five-point _____ [0:11:50] scale. 

So, what we found in Stage 1 in terms of refining this compilation of implementation strategy is that the majority of terms and definitions from the original 2012 compilation were considered no contest and were not subjected to voting. So, the participants didn’t have concerns about them or didn’t comment on them. Some of them commented on sort of minor features of the definitions, which we incorporated into the subsequent compilation, but did not see fit to vote on them in the third round. 21 strategies and five new proposed strategies were voted on in round three, and in those cases, alternative definitions were selected 81% of the time. So, ultimately, 75% of the original definitions from the 2012 compilation were retained. Each of the new strategies that was proposed was also retained. 

So, the final compilation included 73 strategies, and that was published earlier this year in Implementation Science. If you want more details on this, the strategy terms and definitions, we would direct you there, as well as to the associated additional files, which include sort of expanded definitions with supplementary materials. 

So, if you haven’t seen one of these before, you might say, “What is this?” This is a cluster map of the 73 discrete strategies, which ultimately we settled on a nine-cluster solution. Each of the dots with numbers that you see represents a single discrete strategy. And, so I’m going to provide an overview of two of the clusters, just to provide an illustration of how this works. 

For instance, we have one cluster that we’ve termed “provide interactive assistance,” which involved four different discrete implementation strategies, technical assistance, facilitation, provide clinical supervision, and provide local technical assistance. 

And, then a related cluster right nearby, which tends to indicate greater similarities, so strategies that are more similar are grouped more closely together in concept mapping. So, this neighboring cluster we titled “support clinicians.” And, again, five discrete strategies are included in this cluster, create new clinical teams, develop resource sharing agreements, facility relay of clinical data to providers, remind clinicians and revise professional roles. 

So, we had ratings for importance and feasibility for each of the 73 discrete strategies, as well as the average ratings for each cluster, each of the nine clusters of implementation strategies. And,  you can see from this graphic that strategies that were financial or involved changing infrastructure and some of the more policy-focused strategies were seen as less important and feasible by our stakeholders, perhaps because they had less power to actually make changes and impact in those arenas. Whereas, strategies that involved using evaluative and iterative strategies, providing interactive assistance and actually adapting and tailoring to context were seen as more important and feasible. 

Another way of looking at this is through a graph called a Go Zone graph, which provides importance and feasibility ratings here on the axis. The top right quadrant that you see here are strategies that fell above the means in terms of both importance and feasibility. Whereas, the bottom left quadrant are strategies that fell below the means for both importance and feasibility. So, for instance, a strategy such as start a dissemination organization was perceived to be not very feasible and not important. Whereas, strategies such as assess for readiness and identify barriers and facilitators, and audit and feedback were perceived to be both feasible and important. 

The concept mapping results are also published in Implementation Science recently, and so you can get a sense of the full concept map and the ratings of importance and feasibility there. 

We certainly hope that this compilation is useful in some way. Specifically, we hope that it can be useful in building implementation strategies for both comparative effectiveness research and implementation practice. We also hope that it improves the specification and reporting of implementation strategies in efficacy, effectiveness and implementation research. So, we know that strategy reporting in the literature is very poor, and we hope that the added detail of these definitions and specifying the discrete components of many multifaceted implementation strategies is helpful in that way. We also hope that it can be helpful in assessing strategy use, either prospectively or retrospectively. So, using the compilation as a—we didn’t design it as a survey method—but, as a sort of survey of existing implementation practice. 

Of course, there are many limitations to these studies. First of which is in our expert panel was limited to North America. So, we didn’t have much international representation and we hope to gain more of that in our subsequent studies. In fact, a study that Laura is going to share has a greater level of international participation, which we are excited about. Also, the third meeting which occurred in Stage 1, actually voting and consensus process, was really over a period of one hour to increase its feasibility. But, in-person meetings may have also added nuance in terms of allowing us greater time for discussion about the strategy terms and definitions. And, finally, the compilation is not currently linked to context, which is something that Tom is going to spend some time talking about, actually linking this compilation of strategies to specific context. It’s not explicitly linked to the theory, which is something that Laura is going to address in her presentation, by linking this to the consolidated framework for implementation research. And, currently, each of the strategies is not linked to a specific evidence base, and so that’s another limitation that we hope to address in future iterations. 

So, I’m going to turn it over to Tom, who is going to talk about developing expert consensus on the types of strategies needed to implement different clinical innovations in different settings. 

Molly:	Thank you, Byron. And, Tom, we are up and ready to go. 

Tom:	Great. So, as Byron mentioned, so this phase of the ERIC research program, we asked experts to use strategies as a basis for providing recommendations for specific applications. And, so looking at that, what strategies are most important to implement in different types of evidence-based innovations in different settings. And, the question raised several challenges. What methods do we use to get experts to consider all 73 strategies for our practice innovation and what practice innovations should be considered? And, what support materials will be needed for experts to be able to make informed recommendations? So, going into some details for some of those methods, and I’ll also gloss over them a little as well, since the details are quite extensive. 

So, we relied on a method called menu-based choice. And, those of you who’ve ever shopped for a computer on Dell’s website or built some of your own products, sometimes some cellphone companies allow you to engage in a series of menus that let you build your own product. Menu-based methods are part of a line of consumer marketing research that allows you characterize relationships using those types of structured devices. And, they’re very useful for providing a context-rich structure for making decisions, especially those that involve multiple elements. And, so we wanted to utilize the benefits of this method for structuring all the information that we’re asking our expert panelists to consider. 

So, folks were asked to indicate how essential each of the 73 implementation strategies were for the successful implementation of the initiatives they were presented with, taking care not to burden the care system with unnecessary implementation tasks. And, so we identified three practice changes. Each had three accompanying scenarios. Each scenario had a different combination of relative strengths and weaknesses, and we’ll walk through those in a moment. 

So, to identify the high priority practice initiatives, we utilized a mental health QUERI stakeholder council and we asked them to specify what their highest priority areas were in mental health. And, this discussion influenced our selection of three practices. And, so these were improving patient safety for those who are taking antipsychotic medications, depression outcome monitoring in primary care mental health, and prolonged exposure for treating PTSD. Each practice change had a study team lead, who also had clinical or research experience in the area. We wanted to make we were partnered for all of this. 

And, then we needed to develop scenarios. And, so to describe the scenario around the practice changes, we used key informant interviews with frontline providers, clinical managers, health services researchers who have worked in these kind of scenarios, as well as implementation scientists. And, we were able to develop then narratives about what the essential components of each of these practice innovations were and have a pretty good understanding of what types of variations and various facilitators may show up _____ [0:23:06]. 

And, so based on those key informant interviews, we directed initial scenarios characterizing the practice settings for those practice innovations. And, we reviewed them within our team, and we picked selected experts to give us feedback and rate those scenarios regarding how similar they were to clinics that they’re familiar with in the VA. 

And, so within those scenarios we tried to address variations in organizational contexts around organization culture, leadership and evaluation infrastructure, as well as across areas of evidence. 

And, so a quick look at what that looked like is to vary the context would, for structuring the narratives, we came up with a two-column technique of what counts as a relatively weak versus relatively strong guiding framework for the narrative. So, there’s way too many details here. You can look at them later. But, just starting with the top for culture, relatively weak culture, resources are not allocated well versus relatively strong, resources generally allocated well. And, so you’ll see that the red text in the slide indicates the key variation that was made to hold the content from relatively strong to relatively weak scenarios similar, but the right contrasting words. We had the benefit of working with Angela Swanson, who is a technical writer, who really got into the weeds for us and helped structure these narratives consistently. 

And, so after we developed the structure for the narratives, we actually had to have content related to particular practice changes. And, so here you can see some of the support materials we gave the expert panelists where you have the relatively weak description on the left, relatively strong on the right. We presented these scenarios to the expert panel. They could either read them in narrative form, so just a series of paragraphs, or they could also elect to look at the information in the two-column technique you have here where the scenario that they are supposed to be attending to, the text is printed in full color and the contrasting scenario was slightly gray-scaled. So, if someone was asking, “Well, if this is relatively weak, what would strong have looked like?’ And, then they can look at the other column and see what that contrast would’ve been. Again, this is all done to help aid in the decision-making. 

So, we used a sampling strategy that we’ve done throughout the ERIC process. Our goal is to get at least 20 panelists for each practice initiative. So, we knew this was going to be labor intensive. We knew it’d take about, anywhere as generously 15 minutes per scenario, more likely 30 to 45. Several people took an hour per scenario. I know Jeff Currant’s [PH] out there saying, “It took me three hours.” So, it was a real labor of love for those who participated in this, and we really appreciate their efforts. 

So, participant characteristics, we were heavy on VA, which is actually desirable, given that we had VA practice changes. And, very similar to the composition of folks who are watching the webinar today, a large portion of our participants had both expertise in implementation science and clinical management. Important thing about the method is we were hoping we could complete data collection in six weeks, and it took 12. 

So, the materials developed for the panelists, some of these are presented in the ERIC protocol paper, and others will be coming out in the documents as we push the data out. So, I’m not going to get too much in the weeds on this. However, we provided our experts a lot of supporting materials. 

This included a brief compilation of the strategies, an expanded compilations with lots of extra context around all the terms, including the concept mapping results and the webinar results. 

And, the menu-based choice task was highly structured in Excel, and this is a screen view of that, where you had, people would read the description of the practice innovation and of the context for either scenario A, B, or C. And, then they would make a rating for each of the strategies as to how essential it would be for each of the three phases of implementation specified here. When participants would hover over a term, a popup box would be displayed and give the short definition. Again, trying to decrease participant burden in a highly detailed task. 

Our scenarios, we had A, B and C. A was the weak evidence, weak context. B and C had mixtures of weak versus strong. We didn’t do a D with strong evidence and strong context, because our stakeholders had indicated that they would probably represent 5% or less of the settings in the VA, and the response cost for that would’ve been at least another 30 minutes if not another hour. 

So, this is a top level view of the data. Some strategies you can see like assess for readiness and identify barriers and facilitators were rated as absolutely essential by the majority of our experts across all three of the practice changes. While others, such as purposefully re-examine the implementation was only identified as absolutely essential for one practice change. 

And, moving on, again, this is the continuing list of strategies that had absolutely essential ratings in C variations and as to how many strategies were considered absolutely essential across the board versus unique to particular practice changes. And, we also consensus on several strategies as being absolutely inessential, so this would be 50% or more ratings with absolutely inessential across these practice changes. Altering patient and consumer fees within the VA was not considered something that was important all across _____ [0:30:41]. 

And, so from all this, we found that could use menu-based choice to produce distinct recommendations. And, we were able to identify the strongest of those where there was majority consensus for them being absolutely essential. The range of strategies most important to consider, if you fold together the absolutely essential and likely essential ratings, very high, there’d be 40 or more strategies for most of the practice changes. Epoch data, we found that our experts looking across pre-implementation and implementation to sustain that would often endorse some of the sustainment type strategies during pre-implementation, indicating that the recommendations would be that you need to think about these strategies well into the beginning phases of a project. So, we’re not entirely convinced, getting separate recommendations across the different areas as a useful task for working with our experts. We also got a lot of feedback where people said they wished they had even more context than what we provided them for making the decisions, which we appreciate, and it would’ve been very hard to provide folks even more materials. And, we were very concerned about how that might impact the ability for experts to participate in the project. And, finally, as Byron mentioned, we didn’t have a lot of folks who were necessarily policy experts and had control over policy issues. So, the types of recommendations we received likely reflects the composition of our panel members. And, currently, we’re collaborating with our operational partners looking at the relationship between the recommendations we obtained and what the VA’s been doing and what’s been working and not. And, so we’re hoping that working with the operational partners we’ll be able to help push these areas of practice change forward. 

Okay. Thank you. Next up is going to be Laura, who’s going to talk about matching the complication of ERIC strategies to CFIR. 

Laura:	Hello. So, I am the third part of this three-part series of this hour, and we’re going to leave room at the end for questions and discussion as well. But, I’m going to talk about matching this compilation of 73 ERIC strategies to contextual barriers that were defined by the consolidated framework for implementation research, otherwise known as the CFIR. 

So, the research question driving this part of the research is which of the ERIC strategies best address barriers specified by constructs from the CFIR. So, if we take the list of 39 constructs within the CFIR, within the consolidated framework for implementation research, and this box purposefully has grayed out items toward the end, because this is just a snippet of the 39 constructs in the CFIR. And, the same for the 73 ERIC strategies in the blue box. And, then if you imagine, well, if we had a context where, for example, there are issues where stakeholders do not have an option that there is sufficient evidence banks or quality to warrant implementation of a new innovation, what are the ERIC strategies that could be used to address what? And, asking that question, basically, for every construct within the CFIR. And, so you can see how complex this text gets pretty quickly with the kind of web of possibilities of marrying up—actually, if you take 39 CFIR constructs and 73 ERIC strategies, there is a potential of 2,847 different combinations of strategies and constructs that could be used. And, so we went to our experts to try to narrow that down a bit, to give guidance to the field and to implementation researchers. 

So, we do have a poll question, and I wanted to ask about people’s familiarity with the CFIR. And, Molly, if you have that up. The first option is basically what is the CFIR, and you would select that if you don’t know, if you haven’t really heard much about the CFIR. And, Molly, you can say the rest. 

Molly:	Thank you. So, the next option would I am familiar with the CFIR. I have thought about using the CFIR in my work. I have used the CFIR in my work. Or, none of the above. And, again, we’ve got a very responsive audience. We appreciate that. Helps Laura to know the exact level of detail she should get into. And, we already have over 80% response rate, with again, some pretty clear trends. So, at this point, I’m going to go ahead and close out the poll and share those results. So, as you can see on your screen, we have just about an equal divide of what is CFIR, I’m familiar with CFIR, I’ve thought about using CFIR in my work, and then almost half of our respondents have used CFIR before, and 3% respond none of the above. Thank you again, and I’ll turn it back to you, Laura. 

Laura:	Okay. So, just a quick overview. It sounds like people are, there is some familiarity with the CFIR. But, this is a snapshot just of the constructs that are related to the, one of the five domains related to the intervention or characteristics of the innovation that is being implemented. So, for example, how strong is the evidence base for that innovation? What are stakeholders’ perception of the relative advantage of that intervention versus other existing or other alternative programs and so forth? There are constructs related to the outer setting that may influence implementation, inner settings, characteristics of individuals that are involved in implementation. For example, their attitudes and beliefs about the intervention. And, then the process of implementation in terms of the quality of the planning, for example, whether or not groups are taking time out and have the wherewithal or the ability to reflect and evaluate as their implementation progresses. 

So, in terms of methods, we sent email invitations to 435 “implementation experts” or implementers. We derived this list through our own network, for people who have expressed interest in the CFIR, people who have expressed interest or participated in early ERIC work. We also reached out through implementation research networks, for example, the _____ [0:38:32] group out of Seattle. And, of those 435, 39% or 169 people actually went into the survey and completed at least one of the mapping tasks for one CFIR construct. 

And, so the task that we asked participants to engage in was for each CFIR construct, for example, I’m showing here the CFIR construct related to relative priority. And, it’s basically what is the relative priority, the relative priority of accomplishing the implementation of that intervention relative to other initiatives happening. And, we translated that construct into a barrier, and in this case we said that stakeholders, local stakeholders that includes clinicians and others perceive that implementation of the innovation takes a back seat to other initiatives or activities. So, in other words, it has relatively low priority to accomplish the implementation. So, then we asked respondents to, on the left side of the screen, we presented the list of 73 ERIC strategies, and we alphabetized them, but we also provided lists that were organized, the ERIC strategies by cluster that Byron and Tom talked about and also with the definitions. But, then we asked respondents to look at that list of ERIC strategies and then to select the ones that they thought would best address that particular barrier. And, they could select up to seven ERIC strategies and drag them over into that rankings box and then they could order those seven strategies, an order of what they thought would best address that particular barrier, the second best strategy, the third best strategy, and so forth to seven. 

So, in terms of the structure of the survey to participants, we presented, first of all, we had an algorithm in the background that randomly assigned one of the 39 constructs to the respondent, who then actually had an option of saying, “I don’t want to do this construct,” or, “Yes, I do feel that I can respond to this construct.” And, so if they said yes, then they were asked to select and rank up to seven best strategies, as I showed on the earlier slide. And, then we asked if they would be willing to do another, and if they said yes, then we randomly assigned them another construct. If they said, “No, I’ve had enough,” then we asked them a series of closing questions about trying to get more insights into the rationale for their choice of the strategies. 

So, in terms of participant characteristics, 85% said that they could be regarded as an implementation expert, 66% had no VA affiliations. So, we were actually pretty happy about this, because it speaks to the diversity of respondents. 82% were researchers or had a research role. 73% did not have clinical responsibilities, and in terms of nationality, 17% were non-U.S. This is still a relatively small minority, but more diverse than the earlier samples, so we were pretty happy about that. 

In terms of results, I’m just going to walk through an example carrying on with the example of the relative priority construct. And, this is where the perception that local stakeholders perceive that the implementation takes a back seat to other initiatives and activities. So, 28 respondents mapped at least seven strategies to the CFIR construct. And, across those 28 respondents, they mapped 53 different ERIC strategies to address this one construct of relative priority. 

So, just showing you the graph that shows you kind of the degree of endorsement for those 28 respondents, if you look, for example, at the very top strategy, the one that got the strongest endorsement, was conducting local consensus discussions. And, 13 of the respondents, of the 28 respondents endorsed that strategy as one of the top seven best strategies to address people’s perception of low priority. I just want to point out that 13 is not quite half, it’s less than half of the people who mapped this particular construct. And, now you can see the distribution, so this is just basically kind of passing the lens down this long tail of the 53 strategies. And, you can see that many strategies only had one or two endorsements of the 28 people who mapped for this particular construct. 

So, we had, we did see a wide distribution of endorsements for most of the CFIR constructs. The average number of people who ranked—the average number of strategies that were ranked as being one of the top seven were 47 with as few as 35 strategies being identified for a particular CFIR construct, and as many as 55. So, the one that I just showed you for relative priority was among the ones, among the constructs that had on the high end of the number of strategies endorsed by respondents. And, the number of respondents varied by CFIR construct, and it’s important to keep this in mind. So, for example, with the relative priority, there were 28 people, but there was an average of 26 people that responded to each, to the individual CFIR constructs with a range as low as 21 respondents and with a high of 33. 

What we did, and what I’ll show you in the remaining slides is based on normalizing the number of endorsements as if there were 20, which was actually our goal, was to get 20 responses for each CFIR construct as that kind of being the minimum that we want to go forward with. And, so those 28 endorsements, for example, for relative priority result in rather than 13 people endorsing in this graph, it actually shows 9.2 people endorsing, because now it’s on a scale basically of 20 responses instead of the 28. But, the order of the strategies is still the same. It’s just that now, because we have a standard scale or standard number of responses we’re able to do comparisons across different constructs that originally had different numbers of people responding. 

So, what we did is, there were basically 64% of those 2,847 different combinations of CFIR constructs and ERIC strategies, 64% or just over 1800 were, had at least one person endorsing that combination of an ERIC strategy with a CFIR construct. So, in that sense, we did manage to narrow down the number of strategies for users to consider. Because, our goal with this work, actually, is to provide a tool, to provide guidance for implementation research, for the implementers, that hey, in this case, if I’ve got a barrier, you know, I have issues in my context with people not believing this is high priority, what are some strategies that can be used. Rather than having to deal with all 73, can we narrow that down for people? And, so what we did was created, we’re going to, this is based on our preliminary analysis—and, we’d certainly love your feedback on this, on how useful this would be—but, we’re creating tiers of recommendations for our strategies. And, that, if at least 10 people, that means that half or more of the respondents based on 20 respondents, if half or more endorsed a particular strategy for a particular CFIR, to address a particular CFIR barrier, we will put that into a Tier 1* category. So, that is, those are strategies that have particularly strong endorsement. And, then the Tier 1 strategies are if at least 20%, which equates to roughly the top quartile or the top, the second quartile of endorsements, so the frequency of endorsements. So, basically, if 4 people of the 20, at least four endorsed a particular strategy for a particular CFIR construct, then we call that a Tier 1 recommendation. If two, two or up to less than four, then that’s a second tier recommendation, and then the third tier are there was one person who endorsed that particular strategy to address that particular CFIR barrier. 

And, so for example, going back to the relative priority construct, and again, we’ve got the strongest endorsed strategy was this one at the top, conduct local consensus discussions, was just over nine people. There were no Tier 1* strategies for this particular construct, meaning that there was no single strategy that had half or more. It was actually just under half. So, it just missed that mark. But, there were six strategies that we would consider a Tier 1 recommendation. So, these are the strategies that had the strongest degree of endorsement to address this particular construct. There were 18 strategies, and it runs off the bottom of the page, in Tier 2 recommendations. And, then another 29 strategies that had, that were in Tier 3. In other words, one person endorsed that as a strategy for this particular construct. 

So, looking across all 39 of the CFIR constructs, we can see that there aren’t very many Tier 1* strategies. In other words, these are combinations of a CFIR construct with an ERIC strategy. There were only 33 out of the over 1800 different combinations that were endorsed altogether. And, that equates to about, just under 2%. But, there are some CFIR constructs, four different CFIR constructs, for example, that have, that each have three Tier* strategies. So, there are some CFIR constructs or barriers for which there is pretty strong endorsement for which strategies are best suited to address, or can best address that barrier. 

Then looking at the Tier 1 recommendations, there were 332, which equates to 18% of the possible combinations fall into a Tier 1. The good news is that every CFIR construct does have Tier 1 recommendations for strategies to consider. 

In Tier 2, we have 534, meaning that 29% of the total number of endorsements fall into Tier 2, and then 51% fall into Tier 3. 

And, what this is showing is that there is relative loose consensus on the best strategies to address CFIR barriers. And, so this can show that  there is really a wide degree of, that there isn’t really a lot of agreement about which strategies to use to address which barriers, although there are a few exceptions like I mentioned earlier. Part of the reason for this, we think, is that, well, for one thing, we just don’t know a lot at this point. The other thing that contributes to this relatively loose consensus is that some of the CFIR constructs are very broadly defined by design. For example, readiness for implementation, that’s a very broad construct and so there are really a much broader array of strategies that could be used to address that. And, we also had a pretty diverse sample of implementation experts who are working in diverse settings, and not all even in the healthcare setting. For example, there were a few people who work in the education system. So, we really had, I think, a pretty diverse set of respondents that kind of also contributes to, I think, very different perspectives coming in and giving these recommendations, which is really great, but it means that we don’t have a specific A, B, C answer right at this stage. But, this work, what this work does is it provides us a starting point from which to build, start building an evidence base for barrier specific strategies, or to recommend barrier specific strategies. 

And, so for example, one of the things, and I’ve shown this in some other presentations, is on our website, the CFIRGuide.org website, we have a mockup of a tailored implementation tool. And, what we’re planning is to put these Tier 1, Tier 2, Tier 1*, Tier 1, Tier 2, Tier 3 recommendations into a tool where users would be able to come online, choose the domain, if it’s inner/outer setting, or in this case, process. And, then address, if they want to know a recommendation or get a recommendation for a narrower set, a shorter list of strategies to try, in this case, for example, to create a strong process of reflecting and evaluating, that they can click on that. And, then a list of strategies would be presented. And, actually, based on our results, we have 10 strategies that are Tier 1, or two of which are Tier 1* recommendations for the construct of reflecting and evaluating. But, as a user, you can then check the box of the strategies that you want to try and then create and do that for each of the barriers that you want to address. And, then come up with a list of the strategies that then will be linked to how to and more information about kind of best practices for doing each of the strategies. And, this is our vision. 

And, that’s all I have and we can open it up for questions. 

Molly:	Great. Thank you all so very much for your portions. We do have a couple of pending questions, and for those of you that joined us after the top of the hour, to submit your question or comment for our presenters, please use the question section of the GoToWebinar control panel that’s on the right-hand side of your screen. To expand that, just click the plus sign next to the word questions. That will expand the dialogue box. You can then type that in and I will get to it in the order that it is received. Please do note, we do have three presenters, so if it’s for a specific person, please specify that. 

The first question, I believe this came in during your portion, Laura. Assignment of CFIR constructs randomly assigns them—I’m sorry—randomly assigned them a construct and then they got to choose whether they wanted to use the strategy. Do you think the choice caused bias in your results?

Laura:	So, there were two, two parts where the respondent got to choose. One is that we randomly assigned a CFIR construct and then we did give them the option of saying, “I don’t want to respond to that construct.” And, does that part introduce bias potentially? It may, and to tell you the truth, we had lots of conversations with the team about whether to just provide the menu of constructs and allow the respondents to choose which constructs they felt most equipped or most knowledgeable to address, versus doing the random assignment. And, so we kind of came up with this hybrid way of addressing that. But, the reason we gave people an out is that we didn’t want to force people to have to map a construct that they really did not feel knowledgeable, sufficiently knowledgeable about. And, then in terms of choosing strategies, I mean, that’s kind of the heart of the task is that once they agree to map a specific, or to choose strategies to address a specific CFIR barrier, that that was the heart of the task is for them to choose seven of the 73 that they thought would best address. And, they could choose fewer than seven or up to seven. We did get some feedback where people said, “Well, there are a lot more strategies that I could put here. Seven wasn’t enough. I mean, you didn’t give me enough space, basically, to name more strategies that I think might be important.” But, and so yeah, from that perspective, we did force people to have to make, I guess, make assumptions, make choices to limit it to the seven.

Molly:	Thank you very much for that reply. The next question we have, and Laura, this one is also for you. How soon will your tool be ready?

Laura:	That’s a great question. We’re working on it. Part of it is that we need to—well, first of all, we need to finish our analysis. We are planning on presenting this at the DNI conference next month, in December in Washington. And, then we will, very shortly after that, we will begin work on a manuscript. And, then parallel to that, we will be working to develop—I’ll tell you we’re under the gun to develop something completely operational by July 1st of next year. But, really hoping to get at least a beta version of this and at least the preliminary results from the analyses, even if the tool itself isn’t available, but to get that posted online, hopefully, in the first quarter of the year. I don’t know, I’m just throwing that out. But, if you are really interested, and you’d like some pre information, just email anyone of the three of us. 

Molly:	Thank you very much. The next question, “Excellent work, thank you for sharing. I’m interested in linking measures and constructs, CFIR and beyond. Can you think of any ways to link the strategy development and measure development work?” 

Laura:	That’s a great question. And, there are several efforts underway, actually, to map measures to CFIR and including the CFIR, or the SIRC, S-I-R-C measurement project. If you Google that, you will find their site. You have to register to be able to access it, but it is free, and they are using a combination of enola [PH] proctor implementation outcomes framework linked with the CFIR framework as well. And, mapping instruments to constructs within the CFIR, and they’ve released so far measures for the inner setting. And, it’s really a fascinating, rich repository of work. And, if you haven’t already checked that out, I would strongly recommend that. We’ve also done some work within our team to individually map items from instruments, rather than mapping the entire instrument, but to map individual items to CFIR constructs. And, I think in terms of mapping the strategies with measures and the CFIR, there really, the CFIR, I guess, is kind of the indirect linkage between the measures and the strategies so that the measures would be one way to assess where particular barriers might be within a context then linked to a construct. And, then once you have that information, then you could choose a strategy. I mean that’s our, that’s our vision is that you would have those Tier 1, Tier 1* recommendations of strategies to consider. 

Molly:	Thank you for that reply. It is the top of the hour, but we do still have some pending questions. Are you three able to stay on and answer these few question so we can capture them in the recording?

Laura:	I can stay for about another five. 

Molly:	Okay. Wonderful. We should be able to get through them. Real quickly, somebody is asking what is the tool available that she is discussing? Is that described in the slides that they should review? 

Laura:	Is that the same as the question earlier about when the tool will be available? That we’re in process of development for that, where we’re hoping to finish up the analyses, certainly, by the end of the year, starting a manuscript at the beginning of the year. And, where we’re hoping to post the results online as soon as possible, and then the tool itself will be [audio interrupted].

Molly:	Oh, okay. They wrote in for clarification, saying the tool is the one that she said you have to sign up to access. 

Laura:	Oh, that’s for SIRC. Maybe that’s the SIRC. The S-I-R-C measures project, and you can register, just Google that and go to the URL for that, for the SIRC collaboration. And, then there’ll be instructions on that website to register, and it is free. Are there any other questions?

Molly:	I apologize, I was on mute talking to myself. That is actually the final pending question at this time. And, I want to thank you all so much for sharing your expertise with the field and also give you the opportunity to make any concluding comments you would like. I guess we’ll just go in order of speakers. Byron, do you have anything you’d like to wrap up with?

Byron:	No. Just thank you so much for the opportunity and thank you for attending, and certainly, feel free to follow up with us if you have further questions or things you’d like to discuss.

Molly:	Great. And, Tom, would you like to close with anything? 

Tom:	I would like to agree with Byron’s sentiments. I’d like to thank everyone for their interest and we hope if there’s anything we can do to work with folks to help push this work further and make it better, we’re very happy to. 

Molly:	And, Laura, that leaves you. 

Laura:	Yes, and I totally agree with Byron and Tom. So, thank you all. 

Molly:	Well, thank you also for joining and thanks to our attendees. And, as you can see I’ve put up a slide to plug the APULS [PH]. It’s a new and very functional and wonderful website that the VA is promoting. And, as you can see, we do encourage you to come join us at the HSR&D Cyber Seminar site where we can continue on conversations about this research and other topics. And, furthermore, if you look towards the bottom, there is a implementation research group community that you can also click on and ask to be invited. You just, there is a function on the right-hand to ask Christine  Kowalski [PH] to add you to the group. So, once again, thank you to everybody. I’m going to close out this session now, and you will see a feedback survey pop up on your screen. Please do take just a moment to fill out those few questions. We look very closely at your responses and it helps us to improve sessions we’ve already done, as well as give us ideas for sessions to do in the future. So, thanks again, everybody, and this does conclude today’s HSR&D Cyber Seminar presentation. Have a wonderful rest of the day. 

[End of audio]
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