Vci-011916audio

Session Date: 1/19/2016
Series: VIReC Clinical Informatics
Session title: Towards Near Realtime National Surveillance of Acute Kidney Injury Following Cardiac Catheterization
[bookmark: _GoBack]Presenter: Michael Matheny


This is an unedited transcript of this session. As such, it may contain omissions or errors due to sound quality or misinterpretation. For clarification or verification of any points in the transcript, please refer to the audio version posted at www.hsrd.research.va.gov/cyberseminars/catalog-archive.cfm.

Moderator:	Everyone welcome to today’s clinical informatics cyber seminar entitled Towards Near Realtime National Surveillance of Acute Kidney Injury Following Cardiac Catheterization. Thank you to CIDER for providing the technical and promotional support for this series. Today’s speaker is Dr. Michael Matheny. Michael holds several different positions. He is director of the Vanderbilt Center for Population Health Informatics, Associate Director of the TVHS Veterans Affairs biomedical and informatics Fellowship, Associate Director of Analytics for VA VINCI and Assistant Professor of Bioinformatics Medicine and Biostatistics at Vanderbilt University Medical Center. His particular expertise is in developing and adapting methods for post marketing medical device surveillance and the development and evaluation of NLP tools, predictive analytics and automated surveillance applications within large observational _____ [00:01:00] data sources. Any questions you have for Michael will be monitored during the talk and I will present them to him at the end of the session. As a reminder, a brief evaluation questionnaire will pop up when we close this session. If possible, please stay on to the very end and take a few moments to complete it. I am pleased to welcome today’s speaker Dr. Michael Matheny. 

Dr. Michael Matheny:	Thank you very much for that kind introduction. I just want to thank the HSR&D’s Cyber seminars series for giving me the opportunity to present some of my work today. I am going to be talking a little bit today about an HSR&D IIR project that we have been undergoing for the last three or four years. First I will give you a little bit of an overall objective of the grant and then give you some clinical and informatics background and context to the project and then take a deeper dive into three projects, subproducts that weave together to form a larger surveillance pipeline as part of the grant. 

First I would like to do a poll question to get a sense of the audience and I think that there will be an automated system that comes up. I am interested to know what your interest is in for VA data. Are you a faculty investigator? Are you a student, trainee or fellow? Project coordinator or a database or a programs specialist or analyst or an other category?

Moderator:	And responses are coming in nicely. I will give all of you just a few more moments to fill in the poll and I will close it out and we can go through the results. I apologize that last response I obviously mistyped. That should be other. That happens sometimes after a holiday weekend. It looks like responses are slowing down so I will close things out and we can go through the results. We are seeing 40% saying faculty investigator, 20% student, trainee or fellow, 10% project coordinator, 0 database program specialist or analyst and 30% other. Thank you everyone.

Dr. Michael Matheny:	And thank you. To give you the context of the overall objectives of the grants, first we really wanted to deploy and develop a near realtime automated surveillance system capable of detecting both institutional and provider care variation even though for this hour we will be focusing on the institutional layer for acute kidney injury following cardiac catheterization in the VA and the national sample. Now that is an important use case but really I and my collaborators take more of a system based approach with the informatics and the biostatistics. These tools and methods are really intended to be applicable to a wide variety of populations, exposures and outcomes. 

I will first start off by giving you a little bit of clinical context. Acute kidney injury is defined as the loss of kidney function that the marker of which is an increase of creatinine which is a chemical that is made by muscle tissue and cleared by the kidneys so a decrease in kidney function results and an increase in that particular laboratory marker. I won’t go into a lot of detail but I do want to emphasize that there is a lot of complexity in what makes a patient susceptible to get acute kidney injury. For the purposes of the cardiac catheterization population, however, there are some key issues that come up frequently. Cardiovascular disease is a significant predisposition to getting acute kidney injury. The contrast dye that is given during all cardiac catheterizations to be able to visualize the arteries of the heart under radiography can cause kidney injury. Some of the drugs that are very commonly used in the cardiology population are prevalent here. Dehydration and nutritional status and advancing age are also significant factors related to this population. All of these things add together to general increasing levels of risk to develop this outcome.

Why is that important in cardiac catheterization? Well, there are about 1.3 million caths in the US yearly. And up to about 15% of these procedures experience the outcome depending on the definition you use for the outcome. We will talk a little about that downstream. It is important clinically. There is significant morbidity and mortality associated with this condition. There is an increase in association with mortality. There is an increase in future heart attacks and other adverse cardiac events. Even more strongly there is an association with progression to endstage renal disease and dialysis. Although there is a little bit of an argument in the literature right now about whether acute kidney injury is a stress test for the kidney that shows an already predisposed person to go down that road towards dialysis or whether the acute kidney injury itself damages the kidney and makes it more likely. There is a disagreement in the literature there. But one of the most important factors is there has been a little bit of work in this area, particularly in the cath and other areas where there is a high practice variation. This occurs partially because the guidelines around how to manage and reduce acute kidney injury are a little bit fuzzy. There have been things like _____ [00:06:20] which is a medication that for awhile was recommended to be given to reduce the risk of AKI sort of fell in and out of favor. So you end up with a situation where there are some guidelines, particularly around giving someone IV fluids or hydration but you end up with a lot of varying clinical activities around what the local center thinks is going to be most likely to reduce that risk. 

Separately we are entering an era of big data. I know that is a buzzword that everyone groans about at this point to hear but there is really a strong need to leverage these variety of patient data sources for both for personalized medicines for individual patients to be able to predict for that individual patient and be able to sort of give clinical decision in support and tailored care for the patients like me paradigm as well as take these data and do population health management, do risk adjustment and risk stratification and do surveillance at the population level. So it is useful for both. Risk modeling is used for both as well. One of the big challenges when you are operating in a data set that is collected for other purposes, either for billing or for routine clinical care, is you don’t get all of the variables that you need. Some of the key exposures and risk factors are not in the structured data. A rich source of that is present in unstructured data. 

One of the ways that this project attempted to augment the structured data or the easily obtainable data is using natural language processing. This has been around for about 25 years in the medical field and even longer outside of that in the general community and computer science fields but widespread use of it using clinical operations and in quality improvement has really been limited. There are a number of challenges with this. 

One, it has been historically difficult to train and validate these tools. They are difficult to use because there is a skill set necessary to install them and get them running and get them going. Thirdly, there has been a real trend towards getting a tool as accurate as you can in order to publish it or in order to show its success but really doing very little to optimize the speed of performance or the scalability of the tool so that it can be used at scale in a national healthcare system when you have millions of documents flowing through. That has also created challenges with seeing its widespread use in health services research and clinical operations. 

Another issue is clinical care variation surveillance. In order to conduct these types of surveillance, you can’t manually take 10 different conditions or a hundred different outcomes and every night calculate the updated risk adjustment of all the different centers in the VA. In order to be able to do that, you really have to scale out using informatics and biostatistics tools and data, data management and data flow pipelines in order to be able to conduct this type of surveillance at scale. 

I want to just ground everyone. Every grant, of course, has to have one but I think it is important to understand the workflow or the process flow of how most of these automated surveillance activities flow and each project that we will be talking about will fit into one of these bins. 

The first big step you have in this type of process is your data collection, your data synthesis, your transformation. Things like transforming your structured data into a wide format that statistically can be used to calculate outcomes and net rates and things. You also have to handle missing data, through simple _____ [00:09:56] or multiple _____ [00:09:57]. NLP fits in here, where you are taking the unstructured text data and categorizing that, extracting data from it and merging that with your structured data. 

Once you have your data presented in the way that you need it, then you select your variable, select your outcomes of interest, develop your risk prediction models and your risk adjustment strategies, which are in the second box, which then feed into the automated surveillance pipelines which could be something as simple as a fast script or an R script or something as sophisticated as user interface and an automated system that takes in the data and updates it daily. Then you have statistics modules that you pull into this type of system where you select the method that is useful for whatever analysis you are interested. You set the frequency of how often you want it to calculate in the background, every day, every week, every month. You set the thresholds for alerting, whether that is an odds ratio or a hazards ratio or other things. You have to account for repeated measurements. There are a lot of problems in the literature with alpha spending and alpha error inflation. 

You also have to be careful to not set your thresholds too liberally. A question I get almost every time I give this presentation is well, you know if you get a 1,000 alerts, what can you possibly do with that? There are not enough resources to address those. You have to be smart up front about setting your thresholds to handle the number of alerts that you expect. If you only have resources to evaluate a few signals, you want to get the really big ones, the really important ones. I think any signals that are generated from this type of process or hypothesis generating. Once you find the signals, you will see sort of downstream in this presentation, you have to go in, you have to evaluate why that is there, figure out what is causing it. That might be a variable that was causing unmeasured compounding and you just need to add that to the risk model and integrate and keep moving or it might be a clinical practice variation that is important and clinically meaningful and that you need to inform the clinical operations and potentially institute a practice change. 

All three of the studies that I will be talking to you about today come from the same parent population. They each have slightly different inclusion/exclusion criteria resulting in slightly different numbers but I wanted to give you an overview of the population. The population is drawn from the CART program so we have an operational partnership in this research project with Tom Maddox and Meg Polomondon and the CART program. It is a national quality initiative across VA cath labs nationally and it was also a set of software tools that were developed for data entry that were initially piloted in 2005 and by 2008 all of the VA labs were using this application. 

As you can see here, it looks very similar to CPRS. It is integrated into the overall CTS workflow. It writes back to the ViSTa and CPRS data streams. You collect patient presentation information, lab data, vital data. When you are looking at the arteries and you want to document where the blockages are, the tool allows you to do that in a very nice way and it allows you to track what devices you put into the coronary artery anatomy. It allows you to document all of that and keep in all in a back end structured database.

For this project we looked at a national viewing cohort of a 222,000 patients from 2009 to October of 2013 across 71 medical centers. Our data collection began a year before we started the cardia cath and we set that time to coincide with when the heart data systems were present nationally. We integrated the national corporate data warehouse data along with the data from CART with a device from Meg and the CART team. We build a retrospective data to keep using that but we also build a process data workflow which allows prospective updating on a weekly basis in collaboration with the CART program. There are a few data elements that are not updated in the CDW in a timely enough fashion that we get a few data elements directly from the ViSTa systems. 

So I would like to step from the broad strokes view and start diving down into a couple of the projects that we have been working on. First, I will talk to you about the developments and the deployment of the natural language processing system. So I would like to take a poll to get a sense of what people are interested in with regards to natural language processing. Are you interested in the development of new NLP methods in algorithms? Are you NLP researcher? Or are you interested in using a NLP to do risk factor exposure, extraction, confounding and use it in your health services and research projects? Or are you interested in using it in manual chart retraction or assisted chart review or do you feel like it is unlikely that you will have an opportunity or a need for NLP in you work?

Moderator:	And responses are coming in. I will give everyone just a few more moments to respond before I close the poll out here. And it looks like we have stopped. So we are seeing 15% say development of new NLP methods in algorithms, 38% extraction of risk factors, exposure confounding, 38% assist in manual chart extraction and 8% unlikely to be useful in my work. Thank you everyone.

Dr. Michael Matheny:	Yes, thank you. That is very helpful and about the mix that I expected. So it is good. It sounds like it is highly relevant to this audience. The whole thing is NLP algorithm there are relatively standardized at this point steps that you need to do in order to develop the tool and then validate it in the environment in which you want to deploy it. These steps are broadly selecting the documents that you want to target for your extraction. The second step is you have to develop what information you want to extract. We call than annotations schema in the NLP world. It is essentially a data definition document that sort of sets what variables that you want. Next you need to pilot the extraction or the chart review with your annotators. Then get them to agree on how to document the words that they need to do that extraction. Lastly you build your NLP algorithm or adapt it from another existing tool, test it against the documents. Let it train up using the training data to a certain accuracy point. Then make it deployable in a larger set once it has been validated. 

Again we have the initial adult cohorts which is 222,000 and our inclusion/exclusion criteria for this are we excluded any patient that had no text documents prior to the day of cardiac cath. We also excluded patients that were under age 40 because of the atypical nature that generally patients in that group present, leaving us with a candidate pool of 158,000 patients. 

Generally, when information is put into the record it is very asymmetric in its information content and density. If you just randomly sampled the documents in your pool, you might end up with a ton of outpatient notes and almost all elderly male notes. In order to capture the breath of information and to give our tools the best chance at extracting information across a variety of clinical context, we develop a document selection and then stratify sampling strategies. We excluded all notes. We included only notes from the negative 90 to negative one days. We excluded any notes that were not by clinical providers so M.D., D.O., practice extenders, nurse practitioners, PAs, students. We also excluded documents smaller than 250 bytes. These are documents like see ViSTa imaging for an addendum or just one or two lines of text that essentially references something else. Next we developed an algorithm that basically goes in and categorizes documents. So we wanted to do a stratified sampling to get a different information context whether it was inpatient history and physical, inpatient progress notes, inpatient discharge summary, outpatient progress notes, emergency department notes and the preprocedural note for the cath itself. 

We also wanted to over sample female patients so we fixed a ratio of 3:1 for male to female. We wanted to over sample younger patients because they were less common. We fixed a 3:1 ratio. We allowed only one document per patient to minimize the intra document correlation. Then we fixed the sampling for the seven document categories. 

To give you a sense of scale, the corpus for 2009 to 2013 using this restricted filter was about nine million documents. The filtered document corpus after the prior discussed inclusions/exclusions was 1.2 million.  We build a training corpus doing random selection using those criteria which resulted in almost 1,600 documents. If you force the sampling strategy, each block is 112 documents. 

We wanted to evaluate how well our algorithm did for the filtering. We did a 2% random manual review of the excluded documents which turned out to be 97% accurate to be appropriately excluded. We did also a 100% review of all of the included documents which turned out to have 92% accuracy but then we basically replaced any errors with a randomly sampled replacement for that category to get to 100% accuracy for the end sample corpus. This was our schema and we got a group of nephrologists and general internists as well as other domain experts to really try to get a sense of what variable do we need that will be impactful for risk for acute kidney injury but that really are only partially or not available in the structured text. 

These have a variety of penetrance in the structured data. The general categories of what is the function of the kidneys so does someone have a transplant? Do they have an atrophic kidney? What is the status of their renal function? You can get most of that through laboratory data but if you have someone coming in from outside the VA, they might be documented of having chronic kidney disease for a long time and not have the lab data to support that. Are they under nephrology subspecialty care? 

The next category that we were interested in is medication exposures. So NSAIDs are poorly documented inside the structured record because they are over-the-counter medications but they are strongly associated with acute kidney injury and kidney damage. We wanted to capture that. We thought that that actually might be useful for other projects that are interested in tracking and use of NSAIDs. 

The other categories of medication ACE inhibitors, ARBs diuretics are also strongly associated historically with risk for acute kidney injury are prescription only data so mostly will be in the VA system but there is a portion that are obtained outside the VA through non-VA care. We wanted to get a sense of what proportion of medications fell in the non-VA category that were not captured in the non-VA structured data.

The other category that is perhaps the most novel is intake and intravascular volume assessment. The volume status and dehydration is a really strong factor related to acute kidney injury. It is very hard to get at that data from structured data. We wanted to get an assessment of what someone was eating, what they were drinking, what their intravascular volume assessment was per the provider. If they had some weight changes? If they were experiencing nausea, vomiting and diarrhea? And lastly, we also wanted to get a sense of contrast exposure. Not just from the cath but did they have a CT two weeks ago that had contrast? Or did they have another procedure which might set them up for increase in injury? I won’t go into too much detail on the attributes but I think it is important to know each one of these features might have certain categories that we need to know. Are they volume status us? Are they food overloaded and in heart failure? Are they volume low? Are they dehydrated? So those attributes help define important characteristics for the data. I won’t go into the detail but on the right you see some examples of what might be considered information that would be in those categories.

For those of you who are not already familiar with annotation projects and NLP projects, I just wanted to give you a brief scrubbed view of a document. On the left is our schema or how the data elements are set up in a user interface. Most people in the NLP world either use Notater or Ehost to do their document level annotations. What you do is you find the words that you are interest in. Highlight those words. Go over and click the schema with a right click and then click the schema that you want. It appropriately highlights those words and then you establish your negation like whether or not it was a positive decreased appetite or had no decreased appetite. You can negation things like that as well as timeframe. Did it happen in the past? Is it happening now? Is it happening in the future? This user interface is really pretty reasonable to sort of quickly get you through documenting those things and then moving on to the next document. 

We annotated 1,568 documents with 16 concepts and 12 attributes. We did nine training blocks and then we held out five blocks for testing where we don’t look at them until the very end when all of the _____ [00:23:59] tool development is completed and assessed. We also did five blocks just for the searching which is like migration or uncertainty in order to try to tool on that. We ended up with a very good agreement. Generally, when you do this process you have two annotators that sort of independently review the document. For any disagreements you have a third person that sits, that reviews both of those, makes a final determination and then sets that determination. That person is called the adjudicator. We had 90+% agreement across all the documents for both annotators. They also had at least 80% agreement with the adjudicator for attributes which actually seems low but it is actually quite high. Historically getting both the concept or the tern and all of the attributes right in terms of negation and past, present, priors is a very difficult task. This is actually a fairly reliable annotation setup.

This is just using the training data. We are just now entering the phase where we are about the complete and use the test data and sort of consider the algorithm done. These numbers show the accuracy, the precision and recall or positive predictive value and sensitivity and the harmonic mean of that called the F-measure performance for each of the turns. We can see the number of instances very highly and that is a count of the number of times those turns are present across all of the training documents. Things like drug exposures are both common and if you look at the F-measure, the colors in green represent adequate performance 0.85 or greater performance. The dark yellow is fair performance that might be usable but might introduce some noise into the system if you used them. Of course, the reds are variables that are unusable for this purpose. You will see the ones in red, their performance is directly related to the number of instances so if you don’t see something very much, the NLP algorithm that is using those document to learn can’t really learn from it. 

I was surprised to see that renal transplant recipients were very rare in this corpus. I mean I expected not very many but we expected a few more than that. Also the negation performance, the ability to detect whether someone has nausea or doesn’t have nausea or is taking an NSAID or not taking an NSAID, showed a sensitivity of 0.95 and a _____ [00:26:36] of 0.75 with some false positives. 

That is accuracy but another part of our target for this grant was to really get this in deployment in near realtime and keep up with the document volume as it is coming in. We are approaching that point now. We completed all the retrospective pieces and we got the data flow working but we have not turned on the prospected NLP. By doing a batch retrospective for the 1.2, five million basically will only take about 14 days using a single machine runtime with the algorithm we have. We calculated that the tool running on the national daily volume really only needs about 23 minutes a day to be able to keep up with the document filters which is quite reasonable. You can see, if you start adding these algorithms, if you had 20 different algorithms running 20 different clinical conditions, you know if you would keep your algorithms relatively efficient, you can sort of scale that and keep that going for a variety of different document volumes as long as you sort of are careful about how you bring in your data flow, how you sample your documents. 

In conclusion we were able to successfully extract most of the target concepts to the desired accuracy. There were a few that were in the grey area. This has to do with both the number of instances that we saw and then the more variation, the more ways a term can be fed, also impacts performance. You need more training samples. If there are 100 different ways to say something as opposed to just five or 10. Then a few of the concepts we will have to leave on the cutting room floor because they were not of sufficient performance but the number of the variables I think particularly the volume status and the hydration status variable are going to be very interesting when we integrate those into the data stream. And we were able to maintain processing speed efficiency. 

To move on to the second category, so that is information extraction and natural language processing. Our next project was really to develop the risk prediction modeling and the risk stratification necessary to conduct the automated surveillance. Again we go back to the same cohort but this time we have different inclusion/exclusion criteria because we have different needs for the data. We needed to exclude anyone that was already on dialysis or transplant because they are endstage renal. We excluded everyone that did not have a creatinine measurement in the year prior or in the seven days post cardiac cath. This is critical because you cannot really make an assessment of whether someone has acute kidney injury unless you measured it. There is some bias that gets introduced when you exclude those missing values. If you don’t measure the post procedurals serum creatinine, you might miss some acute kidney injury but that is a limitation of this type of observational _____ [00:29:32] work. We ended up with 115,000 patients. 

The use of LASSO and L1 regularized penalized method which basically both shrinks coefficients down to prevent optimism or overestimation of the risk and it also allows removal of variables that are considered to be not very important in the model. For missing data, we assumed it was not present if missing for things like conditions and procedure codes which is a standard process. We used multiple _____ [00:30.07] to fill in missing data for things like laboratory data which you know someone has a value of a blood count in their body whether you measured it or not so you have to impute those for missing data. We internally validated the risk model using 200 bootstrap iterations which is a pretty standard way to do internal validation. We evaluated discrimination with an area under the AUC curb. Calibration with the O to E plots. 

This is a look at the all the candidate variables that we selected which were from our expert domain committee as well as the literature review that we did in order to prepare for the modeling exercise. Patient characteristics, prior chronic clinical conditions that are relevant to cardiac disease as well as the outcome of interest to acute kidney injury, prior comorbid conditions, renal complications and chronic kidney disease, medication use that could potentially relate to acute kidney injury and certain characteristics, their presentation like if they are in shock or if they have hypertension when they present to the cardiac cath lab. That is very significant for risk. If they are dehydrated or if they have received IV fluids, that is potentially important. We want to include all of those variables. 

We actually in the manuscript we analyzed four different outcomes because these are outcomes that have all commonly been used in the literature. The Acute Kidney Injury Network states one in two definitions which are certain magnitudes of increasing creatinine, CIN historical outcome, that the cath literature uses and then dialysis is a severe outcome for acute requiring dialysis. All of the outcomes were calculated using the seven-day post procedural window. 

This is a unit variant look at the data and the risk factors looking at variables that seem to be associated with the outcome and AKI in this case is AKIN stage 1. It is the most generous outcome definition. You can see things like chronic kidney disease on the right and in the middle. VGFR reductions are strongly _____ [00:32:14 as you would expect, prior kidney damage, big _____ [00:32:17] future kidney damage. Certain medications like diuretics are associated with the risks. 

Then there are some other things. This is a unit variant so I won’t go into too much detail of this particular slide. The outcome rates varied highly as well. So as I mentioned in the background, the rates can go up to as high as 15% depending on the definition that you use. AKIN stage 1 was almost 14%. AKIN stage 2 which is a more severe kidney injury was 2%. CIN definition was 12% and dialysis was 0.5% of the population. 

Overall our risk prediction discrimination or the internally bootstrapped AC measurements showed a range of 0.74 to 0.88. The less common outcomes, the more severe outcomes ended up with a superior performance compared to the more general outcomes. That is very consistent with the prior literature and these VA risk prediction models are comparable to the existing models that were developed outside of the VA.

So the observed and expected plots or the calibration plots show pretty good calibration between pretty good agreements so the line is essentially in exact agreement between the magnitude of the observed and the magnitude of what you expect from the risk prediction model. At high levels of risk, they are very well calibrated and you will notice that for all the outcomes there is a slight over prediction of risk at the smallest risk population subset. 

I won’t show all four in the interests of time but I will show one of the AKIN stage 2 or the more severe AKIN stage. Really some things that you would expect and a few interesting findings. In the bottom left, the prior renal complications and functions, almost all of them were significantly associated with the adverse outcome. Prior chronic kidney disease, prior acute kidney injury and prior level of severity of injury are all associated with future injury risk. Diabetes and hypertension are associated.  Diuretics are associated. Some of the other medications were actually protective. Things like statins, atorvastatin, simvastatin and ARBs were actually protective. Clinical presentation as you would expect is associated. Things like salvage, like if someone is having an MI and is in cardiogenic shock, then those variables are more likely to result in kidney injury as well as hypertension and MI. So given an overview of that particular project, now we have gone in and we have developed our NLP algorithms and we are starting to extract the information. 

In study two we did risk prediction modeling. In this particular project we only did the structured data. We didn’t yet integrate the NLP information yet but we showed good performance that was comparable to prior risk models that we tailored to the VA population. We have been working with a heart program. Tom Maddox is leading an initiative on the operational side to integrate a reduced variable version of the risk model into a clinical decisions board that is available within the user interface that you saw in order to give clinicians risk assessment. That is a pre deployment pilot phase. 

So the next stage for that work really is to integrate the NLP variables and assess whether or not the NLP derived information is useful. Some of the NLP variables are they retained in the risk prediction model? All the effort that is involved in developing the NLP algorithms, extracting the information, it is really an unsolved issue. How important integrating the NLP data is. There has been very little literature around structured and unstructured, integration and risk prediction modeling and whether or not the NLP activity is worth the extra work in terms of accuracy and predictive capacity. In the final parts of the grant, we will be looking at that. 

The third study that I would like to talk to everyone about is the use of novel surveillance tools and methods. We are going to discuss automatic national retrospective and prospective institutional care variation analyses with regards to AKI and its population of cardiac cath. So I have a final poll question and I would like to get a sense from the audience is do you have any involvement in quality improvement in your institution or _____ [00:36:59] and national or do you do quality profiling or are you associated with quality indicators in your position. So one is yes, greater than 50% of the time, yes, greater than 20% of the time, yes, occasionally and no.

Moderator:	And responses are coming in. I will give everyone just a few more moments before I close the poll out. And that looks like we have a couple of last ones coming in but it has slowed down so I will close it out and we are seeing 19% saying yes, more than 50% of the time, 6% saying yes, more than 25% of the time, 50% occasionally and 25% no. Thank you everyone.

Dr. Michael Matheny:	Thank you. I would put myself in the yes, occasionally category too from the operational side. From the research side, it is a lot of what we do but as far as QI projects, I would put myself in the same category.

Again we go back to the parent study cohorts. In this case we did a slightly different inclusion/exclusion criteria than the risk prediction modeling resulting in 111,000 cardiac caths. We handled the missing data in an identical way to the prior study. Our event rate in this case for AKIN stage 1 was 14.2%. In almost the last decade in collaboration between myself and some investigators at Brigham that have since moved to Lahey Clinic we have been developing the surveillance tools and statistical packages and models in order to be able to do this automatic surveillance. There are a number of different methods that we have in open source software. We have some in .net, some in java. We have also done some in R. Standard risk models as well as more of the comparative effectiveness analytics so more of the Ciscal process control base sequential analytics risks adjusted sequential probability ratio testing, maximize sequential probability ratio testing, proportional difference, some of the basion methods like basion logistical aggression. 

I won’t go into any of them but one of them in detail today but I am happy to sort of circulate and talk about that offline. We have also been developing a user interface and a workflow engine to help conduct these automated surveillances. Essentially either comparative effectiveness so these types of tools can be used to compare drugs or medical devices but they can also be used as we will see today in institutional variation detection which are both sort of user interface module and a back end data analytics piece. 

You could set up any number of studies concurrently. You need to select the method that you are interested in. Select the thresholds. Select the variables, the risk model, the interval in which you are doing your updating surveillance. Then the tool will actually keep track of all those analytics and run them every night automatically or every week automatically for you and present the results for you. 

For this particular project, we used risk adjusted sequential probability ratio testing and it is a method that essentially comes out of the engineering statistical process control literature but was adapted by Spiegelhalter and colleagues to do risk adjustment which allows you to address some of the heterogeneity in the data for patients and for health care systems. We set the odds ratio the clinically relevant odds ratio show that we want to detect an odds ratio of 2. If it is above 2 or if it is less than 0.5 odds ratio, we set the error rate so you can explicitly set the error rates in this method. The alpha error and the beta error and it incorporates repeated measurements and sequential measurements into the framework, the statistical framework, so it can handle nightly updates. 

Instead of using the static retrospective risk model like we showed you in project two, we used all the same data pipelines, same variables, same methods but we basically implemented it as a rolling window meaning if you are analyzing data in one month, you look back to the 12 months prior. You build the risk prediction model from that 12 months and then you apply it to the month that you are interested in. You can continue doing that where you end up scoring each of the months that you are looking at using the data from the year prior. This allows you to keep more temporarily or proximal or closer to the clinical data that you are interested in because with brisk models drift and you can have problems with performance, calibration and other things. It helps keep the accuracy and relevance of the risk adjustment to as need as concurrent prospective as you can. 

We are also going to show you a couple sort of standard observed or expected ratios and retrospective static analytics to give you a comparison of the data as well as the simulated prospective analytics that we use within the software surveillance tool.

This is looking at all five years of the data across all of the sites in the VA. As you can see looking across the data, the observed expected ratio in which the number of observed outcomes exactly matching the sum of the predicted values of the risk models for all the patients. If it is one, then there are exactly in agree and if it is less than one, then the center is doing better than the patient population would be expected to do and if it is to the right, then the center is doing worse than the patient population would be expected to do. Anything in red is statistically significantly elevated. Anything in green is statistically significantly better. For the purposes of the example, I am going to pull out one of each of these. One in the green, one in the white and one in the red so I can show you some of the graphs and analytics for them. 

I was looking at all five years of the data. Another way to look at the data is to break it down by year and do the analytics in a year to year basis. Again site A is the better than expected site. Site B is the as expected and site C is the worse than expected. You can see some interesting trends. Site A is actually showing better than expected performance in all years except for the last year where there is a slow trend of a drift towards the average. Site B is within expectation for all five years. Site C has a very interesting profile in that it is in elevated risk for the outcome for the 2009 and 2010 but you notice a huge deflection in that risk magnitude between 2010 and 2011 which would really indicate it would be very interesting to go in and do chart review and do any analysis of what is driving your shifts. You can see that over time the risk magnitude is declining back towards the mean or the average but there is still a very significant elevated risk in 2013. 

Changing tacks from the sort of retrospective view to the what’s the automated surveillance tool would do for you essentially I can’t show it all but the tool gives you one graph per site per year for five years. You end up with 71 times five analyses and graphs. Just to give you an example of what site B and Site C look at. Essentially you have your sequential probability ratio testing graph here. The Y axis is the cumulative log likelihood ratio. The red dots are the alerting thresholds which is determined by the odds ratio and the alpha and beta error that you selected and essentially you deflect above the top red dotted line and you are confirming a hypothesis that your odds ratio is greater than two in this case. And if you go below the lower red dotted line, then essentially you are rejecting that hypothesis and that it is not elevated above two. It does not mean that it is actually better or improved, it just means that it is not elevated. You can see Site B which was within expectation, basically rejects the hypothesis pretty quickly in 50 cases of cardiac catheterization that it is not elevated. You can see that in Site C in 2013 as early as 110 cased into the analysis for that year, you could have detected that they are in outlier. As you sort of implement these things in a prospective fashion, you basically can get nightly updates and detect outliers and address them much more quickly than you can with the large year by year, multiyear retrospective view. 

Giving you an idea of the magnitude the surveillance system showed that at approximately eight of the sites were at elevated risks for at least one or two years and then were a couple of sites that were elevated risks for three or four or five of the years. There were a number of sites, 21, that were at improved risk or a decreased in odds ratio for at least one year. And seven and four and two, respectively, for multiple years, two years, three years, and four years. Just gives you a flavor. Unfortunately, there is a lot of data underneath these analytics that it gets difficult. It is fairly straightforward to dig through it to determine the signals that you are interested in. But it is hard to do a concise presentation using all the different graphs and charts and things. 

In conclusion, there is a wide variation in the institutional AKI of net rates as you saw in that study suggesting that understanding and reducing practice variation could really improve AKI rates nationally in the VA and provide some candidates for process improvement. The candidates for chart review usually will do chart review cross analysis and I think we have identified a few things. We have not yet done that because we are nearing the end of the stage of the grant. We are hoping to get a little bit of that done before the grant concludes. Lastly, we did a proof of concept where we used some of the retrospective data, assimilated, prospective run on the analytic tools and the results of which I showed here today. I can support a variety of different statistical modules and graphing packages as well as other outcomes and exposures. 

Sort of overall summary of the work, near realtime NLP is feasible although I guess feasible within the context of focused activities. Certainly these numbers don’t support pulling down all two billion text notes from the VA and then running the tool on them unless you have a very highly scaled multi node type of environment that could possibly do that. But for focused things like for acute kidney injury, cardia catheterization and I dare say a number of domains that you would be interests in, I think we are entering into an era where it is going to be feasible to deploy these tools. The postproduction AKI was moderately highly accurate depending on the outcome, the severity of AKI. There was very wide variation in institutional AKI rates. It is probably one of the most interesting findings of this work. We all feel like there is an opportunity to subsequently decrease the variation and potentially improve clinical outcomes nationally in this area. The big questions that remain for this work that we hope to answer before it concludes are whether the NLP variables will improve the risk adjustment as I mentioned earlier. And also to get a sense of what are the primary drivers of the institutional variation that we aren’t already accounting for in the risk adjustment. 

I really need to acknowledge. It is a large body of work and many people have been involved in it. Nashville Glenn Gobbel has really been leading the natural language processing part. Ruth Reeves has been helping with NLP as well as the adaptation work. Dax Westerman has been developing a lot of the analytics and software infrastructure as well Marek at Lahey Clinic and Fred Resnic. The partnership with the CART program is really all made possible through Meg Polomondon and Tom Maddox and John Rumsfeld and it has been a great collaboration and Jeremiah Brown an entomologist who has really been involved in the risk modeling with myself. I just wanted to give specific thanks to all of them. 

Moderator:	Thank you Mike.

Dr. Michael Matheny:	I can take any questions. Thank you.

Moderator:	So we have just one question here for you today. Can you differentiate between concept and attribute?

Dr. Michael Matheny:	Absolutely. So concept is like a constant definition of a term. Did you take a medication? The medication would be the concept. Do you have nausea? Nausea would be the concept. Attributes are usually to distinguish concepts from attributes are usually values around a concept. If the patient did have nausea or did not have nausea, it would be an attribution of negation around that concept term. It can get a little bit fuzzy and I understand why that person asked that question because depending on how you define the terms that you want to extract, what is a concept and what is an attribute can be slightly fuzzy in some circumstances. 

Moderator:	Okay. Thank you so much. We really appreciate you taking the time to share your research and present today’s session. To the audience if you have any other questions for Dr. Matheny, you can contact him directly. I think he did share his e-mail on one of the slides or you can also contact VIRec at our help desk at VIRec@va.gov. Our next session is actually for the corporate data warehouse series and it is scheduled for later today at 2:00 p.m. eastern time. It will be presented by Dr. Margaret Gonsoulin and she will discuss how to locate CDW documentation. We also have a data base and methods sessions scheduled for Monday, February 1, 2016 with Dr. Willie Gilad who will talk about examining veterans’ pharmacy use with the medicare and pharmacy data. Thank you once again for attending this session. Heidi will post the evaluation shortly and please take a minute to answer those questions.

As Kiera said when I am going to close the meeting in just a moment. When I do that you will be prompted with a feedback form. Please take a few moments to fill that out. We really do read through all of your feedback. Thank you everyone for joining us for today’s HSR&D Cyber seminar and we look forward to seeing you at a future session. Thank you.
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