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Paul:	Today’s speaker Risha Gidwani, she is a health economist at the Health Economics Resource Center and an investigator with Palo Alto COIN, the Center for Innovation to Implementation. She is also a Consulting Assistant Professor of Medicine at Stanford University School of Medicine and she does work on healthcare values. Specifically, she has a project underway on the value of end of life care and has expertise in area of cost effectiveness analysis comparative effective research in quality of care. She came to VA as an experienced health services and health economics researcher and did some work on a pharmaceutical evaluation and also some work for the neural science at Stanford University. She obtained her doctor of public health degree from the UCLA Department of Health and Services. Risha we are very interested in the talk today.

Risha Gidwani:	Great. Thanks very much Paul. Thanks everybody for your attention. This will be the last lecture that I will be giving for our HERC cost effectiveness cyber course. However, there are some other lectures that some of my colleagues will be providing. The last section that I will be giving today is about sensitivity analysis for decision modeling and it will take two parts. First we are going to talk about why one should even engage in sensitivity analysis and then we will go very specifically into the different types of sensitivity analyses that one can conduct. 

So if you have attended the rest of this…the other seminars in this course, you know that we have spoken a lot about different kinds of decision models. So you can have a budget impact model, a cost benefit model, a cost effectiveness model or a cost utility model and each one of these decision models are going to have their own output. The budget impact model as indicated by its name is really just looking at the financial cost associated with the strategy. Cost benefit model is looking at cost versus health benefits associated with the strategy where those health benefits are denoted in terms of the cost equivalent of those health benefits. A cost effectiveness model has an output which is an incremental cost effectiveness ratio where you are just looking at the delta in cost across two or more strategies divided by the delta in health effect over two or more strategies. A cost utility model is a subset of a cost effectiveness model where the denominator of health effect is measured by a quality adjusted life here.

Now these outputs from decision models are all point estimates. We know that there is uncertainty actually around these point estimates, the outputs of decision model because there is uncertainty in the input to the decision. Before talk a lot about some of this uncertainty, I want to actually start off with a poll and I want to ask you which quadrant of this cost effectiveness quadrant graph represents a cost effective strategy. So on the X-axis we have the in health effect across strategies. On the Y-axis we have the change in cost across two or more health strategies. Then we have a willingness to pay threshold that is cutting on the diagonal through the axis of this graph. So Heidi I will turn it over to you briefly and I just want people to know whether they think quadrant one, two, three or four represents this cost effective strategy.

Heidi:	So I am going to bring the poll question up here. It is just going to be a click the one it is. So just take a look at this, click at the graph here and choose which quadrant you are going with and the poll question is up here and we will let you all respond. Reponses are coming in well. I will give everyone just a few more moments before I close it out here. It looks like we have slowed down. So what we are seeing is 21 percent saying quadrant one, 5 percent quadrant two, 10 percent quadrant three and 64 percent quadrant four. Thank you everyone.

Risha Gidwani:	Great. Thanks Heidi. So this was a bit of a trick question. But for the 64 percent of you that said it was quadrant four you are correct. In quadrant four we are looking at a strategy that is both less costly and more effective than an alternative strategy and therefore yes, the new strategy is considered cost effective. But really, anything that falls below this willingness to pay threshold is considered cost effective. So you can be in quadrant there and if you are below this cost effectiveness threshold, then your…I am sorry this willingness to pay threshold, then your new strategy is considered cost effective. If you are above this willingness to pay threshold, then your new strategy is not cost effective. 

So in summary, if we look at quadrant one where we have a new strategy that is both more costly and more effective than the existing strategy then it will be considered cost effective only if it is below the willingness to pay threshold. In quadrant two, we have a new strategy that is both more costly and less effective than our existing strategy. That new strategy is not going to be cost effective. Quadrant three we have a new strategy that is less costly and less effective than the existing strategy. It too will be considered cost effective if it is below the willingness to pay threshold. But something to keep in mind here is that you have to be okay with reducing health. So the way that you are getting to improve value in healthcare is that you are both reducing cost and reducing health benefit and reducing health benefit may be something that is just off the table for you or for your policy makers. 

If you land in quadrant four, you have hit the jackpot. You have a new strategy that is less costly and more effective than the existing strategy. While quadrant four is a great place to live in, often times in a cost effective analysis you are not going to have a strategy that lives in quadrant four. You are usually going to be up here in quadrant one and now you need to evaluate whether you are above or below your willingness to pay threshold. So leads us to our next poll and our last poll of this particular lecture. So here we have the same cost effectiveness quadrant and we again have changed in health effect across the X-axis and change in cost across the Y-axis and we have our willingness to pay threshold. Here you can see this red diamond and this red diamond represents the results of the cost effectiveness analysis, the hypothetical one that we ran. So looking at this graph would you recommend to adopt this new technology represented by the red diamond based on the _____ [00:07:04] result that you see on the screen in front of you.

Heidi:	So again, I am breaking that up into a poll question here with just a yes or no response. Again, we will give everyone just a few more moments to response here before we close this poll question out. It looks like we have slowed down so we will close that. We are seeing 88 percent saying yes and 12 percent saying no. Thank you everyone.

Risha Gidwani:	Great. Thanks Heidi. So I have to say this was another trick question and the answer to this question is, you do not have enough information as to whether you should recommend to adopt this new technology or not. While you have a point estimate that falls below the willingness to pay threshold, there may be variation in your input that results in variation in output and will cause your conclusion to change. So what do I mean by that? Here is our graph again and we have our point estimate that shows yes, our strategy has an ICER that is considered cost effective. But our input has some uncertainty because either they are coming from a sample rather than the population and they therefore have sampling uncertainty or there is some heterogeneity like differences in patient characteristics that is causing variation around your point estimate. 

You need to know how robust your results are to this uncertainty and so how often do you results fall into each quadrant. So you run a sensitivity analysis to get an estimate of variation in your ICER. So maybe if I ran one model with all of my base case point estimates as inputs in my cost effectiveness model, I would get the ICER that you see represented on your screen by this diamond. But if ran some _____ [00:08:51] analyses I may get a whole lot of different ICERs and when I plot them on my cost effectiveness quadrant I actually see that the majority of my ICERs are above the willingness to pay threshold. So that tells me that I am not sure whether my new strategy is cost effective or not and I am not sure whether I can recommend that this new technology be adopted.

So all of these ICERs are plotted onto your cost effectiveness quadrant. In each sensitivity analysis you will see one different ICER and when you plot these different ICERs they are called the confidence ellipsoid. That is akin to a confidence interval and so the…the confidence interval says 95 times out of 100 your point estimate will be in the upper bound and the lower bound of the interval. Here we have two variables not just one so instead of a confidence interval we have a confidence ellipsoid. So the main point that I want you to talk away here is that variation in your ICER can cause your decision to change. We know there is going to be some variation in your ICER, your result because there is variation in your input. So you really need to understand what this variation looks like before you can conclude whether or not to adopt a new technology.

Therefore, we conduct sensitivity analyses in order to evaluate how uncertainty in our model inputs effects our model output. So in our base case model we have point estimates as our inputs and that gives us our ICER, our increment cost-effectiveness ratio. We run sensitivity analyses so that we can get estimates of variation around the ICER and plot that confidence ellipsoid to help us understand what results we should be…I am sorry. What conclusions we should be drawing from our result. So I just want to liken this to what we do in just regular statistical analyses. Some regular statistical analyses if you are evaluating a continuous outcome, you are going to be looking at a mean as your point estimate. In cost effectiveness analysis, your point estimate is going to be your ICER. In statistical analyses, we never just present the mean, we present variation around the mean either in the form of a standard deviation, a standard error or a confidence interval. Likewise, in cost effectiveness analyses, we never just present the point estimate of the ICER, we also present information about the variation around that ICER.

I am showing an example here of how this might operationalize behind the scenes in a decision model. So this is a schematic from a TreeAge model. TreeAge is a software that can often times be used to conduct _____ [00:11:23] analyses. We have a hypothetical example here of looking at patients who need some sort of prophylaxis so that they do not develop pulmonary embolism or deep vein thrombosis after let’s say hip and knee replacement surgery. So we have two options here. We can either give them mechanical prophylaxis and move their legs through a device so that their blood keeps pumping and they do not develop a pulmonary embolism or thrombosis. Or we can give them chemo prophylaxis. Meaning that we give them a drug so that their blood does not clot. 

Here we have hypothetical examples, all the data here that you are going to say are made up so do not hang your hat on them. But I have a point estimate here of the probability of developing pulmonary embolism or deep vein thrombosis when you are undergoing mechanical prophylaxis of being two percent. I have a probability here, a hypothetical probability of developing pulmonary embolism or deep vein thrombosis under chemo prophylaxis of 1.5 percent. So these are my point estimates that are my input into the decision model and I know that there are some variations in this point estimate that het value of two percent is not really the true value that represents the population. Because I most likely got this estimate from a sample from the population and they are sampling errors that is happening at the very least. 

So what I want to do is actually not just use my point estimate as the input into my decision model, but actually use the distribution as inputs into my decision model. So here maybe I will pluck a value from the right hand side of that distribution of pulmonary embolism or deep vein thrombosis and use that as my probability input. I will keep doing that multiple times and that allows me to conduct a sensitivity analysis. So what I will do is every time I replace my estimate of .02 with a different value from the distribution of the probability of developing PE or DVT, I am going to rerun my model and get another ICER estimate from that and the result of that ICER estimate from the sensitivity analysis will help me plot that _____ [00:13:26] ellipsoid on my cost effectiveness quadrant. 

So generally when you are doing a sensitivity analysis, you are going to change the model input and you are going to recalculate the ICER or your model results. I should mention, I keep talking about ICERs or incremental cost effectiveness analysis ratios which are the results of a cost effectiveness analysis so you can easily do this for cost benefit analysis or for a budget impact analysis. You would change the model input and just recalculate your output. So if our output is an ICER, we would recalculate the ICER and if the new ICER is substantially different from the original ICER that we got from our base case input, then we know that our model is sensitivity to that parameter. That means that we need to make sure we are actually measuring that parameter as accurately as possible. 

So if I find that a certain type of input like the probability of pulmonary embolism or deep vein thrombosis under mechanical prophylaxis is very sensitive to model input, meaning that changing that probability changes my conclusions about that ICER and whether that strategy is cost effective or not, then I am going to go back to my literature to say okay, how did I actually derive this probability of two percent and is it the most accurate probability I think I can get? If it is not, then I will go back and do some more de novo work to be able to drive a proper estimate of that probability. 

There are multiple different types of inputs in any decision model. If you are doing a cost effectiveness analysis you are going to have inputs that range from cost to health effects to the probabilities of experiencing a health state or health event. Then also the discount rate and I think _____ [00:15:09] went over this in his lecture a few weeks ago about building this model. So all of these inputs are going to have some type of uncertainty around them and you need to make sure that you are accommodating the uncertainty around each one of these inputs in your decision model so that you can feel confident in how robust your model results are.

There are multiple different types of sensitivity analyses that people can conduct and we will start talking about them now. As a general overview they land in one of four categories. One-way sensitivity analyses, tornado diagram, scenario analyses and probabilistic   sensitivity analyses and we will discuss each one of those today. Sensitivity analyses can also be disaggregated into those which are deterministic and those which are probabilistic. The first three types of sensitivity analyses you see on your screen are often times deterministic and of course the latter sensitivity analysis is always probabilistic. So deterministic sensitivity analysis is operationalized where the model input is specified as multiple point estimates sequentially and then varied manually. We will give some examples of this so that it becomes clear.

In a probabilistic sensitivity analysis, the model input…specified as distribution and then they are varied. So the deterministic component of the deterministic sensitivity analysis indicates that you yourself are apriori determining what the model input should be. In the probabilistic sensitivity analysis, you are specifying a distribution of probabilities and so you are specifying a distribution and a model input is selected from this distribution in proportion to the frequency with which it occurs. So here is an example and let’s say that we are trying to vary the cost input that we have. We are looking at patients that have outpatient visits and we have assigned a particular cost per outpatient visit and we know that there is going to be some variation around the point estimate of cost that we have used as our base case input. We want to accommodate that in our model. 

So in our base case model, we have decided that the cost of an outpatient visit is going to assigned a value of 100 dollars and hopefully we have gone to literature and that is how we derived this estimate. If we are going to do a deterministic sensitivity analysis, we need to apriori pick what the values of this cost are that we want to vary. So maybe we have decided we are going to pick four values, we are going to assume that the cost of outpatient visit is actually 80 dollars rather than 100 dollars. In the next iteration we will assume that it is 90 dollars. In the third iteration we will assume it is 110 dollars and in the fourth iteration we will assume it is 120 dollars. Because we have four inputs to our deterministic sensitivity analysis we will get four outputs or four ICERs. Each ICER is going to of course bond to a different input.

If we run a probabilistic sensitivity analysis, we are not going to input anything as a point estimate, we are going to input an actual distribution. When we input our distribution we are going to run multiple models. In each model that software program is going to pluck a value from this distribution and insert it as the input of the cost of the outpatient visit. We are going to do that multiple times and each time the model is run it is going select a different input of cost from the distribution of cost. It is thus going to give us a result of the mean ICER and that mean ICER is going to be what we get when we vary the base case using in this case a normal distribution with a mean of 100 dollars and a standard deviation of let’s say 10 dollars. 

So we do not have to use a normal distribution when we input a distribution for a probability sensitivity analysis, I am just using this because it is sort of easy to understand a normal distribution. When we input a distribution into a software program in order to do a probabilistic sensitivity analysis, we tell the software program to shape the distribution and variables associated with the distribution. So if it is a normal distribution we specify the mean and the standard deviation. If it is gamma distribution, we specify alpha and beta. When we run a probabilistic sensitivity analysis, we run a number of different iterations on that probabilistic sensitivity analysis and why we do that will become more clear later in this lecture. Here I am saying that we are going to run 1,000 iterations. 

Doctor Gold _____ [00:19:45] spoke about creating and building a model a few lectures ago in this course and in that lecture I think he went over the different types of models…model structures I should say. Those can range from a _____ [00:20:00] cohort model or an individual level _____ [00:20:03] model. Now _____ [00:20:04] models are state transition models, meaning that they are looking at the probability of a person progressing from one health state to another health state. There is also a third structure…and I should mention that those _____ [00:20:15] models can be conducted on a cohort level or on an individual level. There is also a third structure to decision models and that is the discrete event simulation. A discrete event simulation looks at the probability of experiencing a health event. So again, the _____ [00:20:30] model is looking at the probability of experiencing a health state, the discrete event simulation is looking at the probability of experiencing a health event. 

Whether you are doing a _____ [00:20:39] cohort model, an individual level _____ [00:20:42] model or a discrete event simulation, you can run deterministic sensitivity analyses and probabilistic sensitivity analyses on every single one of these type of model structures.

I am going to speak a little bit about how to do sensitivity analyses in TreeAge and TreeAge again, is that decision analysis software that is often times used when conducting cost effectiveness analyses, cost benefit analyses and it can even be used to conduct budget impact analyses. We are going back to our same model example of treating patients with mechanical prophylaxis or chemo prophylaxis when they have pulmonary embolism or deep vein thrombosis. You can see that we have added a little bit to the right hand side of our model to make it a little bit more robust. So essentially under each one of these strategies; mechanical prophylaxis or chemo prophylaxis, a patient could develop this adverse event of PE or DVT or they could not. If they developed an adverse event, it either resolve or they could die. Under chemo prophylaxis they could again develop the PE or the DVT but because they are also taking a pharmacologic substance, they can have an adverse event related to taking the drug or they cannot have an adverse event. If they have that adverse event the PE or DVT could resolve or the patient could die. 

In each one of these…so you can see here that we have a lot of little dots here on the screen and those dots represent that inputs that we need for our model. So here what you see is just a model structure and this is _____ [00:22:22] model and patients are going to progress through the model according to experiencing the health state of PE or DVT or the health state of having an adverse event. We need to populate this model and one of the things we need to populate this model with is probabilities or the probabilities of transitioning from one health state to another health state. So we have again our probability of 2 percent are developing PE or DVT on mechanical prophylaxis or 1.5 percent is developing PE or DVT under chemo prophylaxis. So what we do is fill in model probabilities for each one of these branches from the decision model. You can see a pound sign or a hasthtag and all that indicates is that this value of probability is the compliment of this value. So in this situation it would be 98 percent chance of not developing PE or DVT. Here we have a 70 percent chance all hypothetical of dying from PE or DVT and the pound sign here represents 30 percent in this situation. Across when you are looking at a node, all of the branches emanating from one node have to have the probabilities across those branches sum to 100 percent.

We also are not just inputting probabilities into a cost effectiveness model but we are also inputting cost values and health effect values. So each one of these health states is going to have its own cost and its own health effect and we have inputted some hypothetical values here. So we have decided that it is going to cost 5,000 dollars to have PE or DVT under mechanical prophylaxis and that the utility associated with that health state is .60. If you die you are still going to incur the cost of mechanical prophylaxis in PE or DVT so we are assuming that is again 5,000 dollars because you died your utility is now zero. So we have done that for each one of the terminal nodes associated with our model and the terminal nodes are indicated by this red triangle. 

So when we actually run our model with these point estimates, we get some estimate of the base case ICER. So in this situation you can see that mechanical prophylaxis is the preferred strategy. Chemo prophylaxis is non-preferred. That is because compared to chemo prophylaxis, mechanical ventilation cost 296 dollars and gives the benefit of .97 _____ [00:24:49]. On the other hand, chemo prophylaxis cost 1,322 dollars and provides a benefit of .86 _____ [00:24:57]. So here mechanical prophylaxis both cost less than chemo prophylaxis and it provides more health benefit. We have a cost saving intervention. However, this is not where we can stop. Because we have assumed here that we have correctly specified all of the model inputs and we know that is not the case. 

We know there is some uncertainty in each one of the model inputs that we have measured. So when we get a mean value of efficacy for example from a study, we also get an estimate of variation around that mean value of efficacy. By running the model using only point estimates as input, we have eliminated that other variation. We have pretended it does not exist and we know that is erroneous. So what we need to do is bring that variation in model input into our decision model and look at how variation model input that we know exist affects our model results and we do so through sensitivity analysis.

So let’s talk about one-way sensitivity analysis first. In a one-way sensitivity analysis, you are only going vary one input at a time in your model and you are going to then see how you model results are effected by varying that one input parameter. So deterministic example, we may have something like the probability of an adverse event under chemo prophylaxis as being two percent. In our sensitivity analysis, we will range this from let’s say we have decided apriori arrange it from one percent to eight percent. So this is deterministic because we are apriori specifying the values we want to include as point estimates in our decision model. So because we have eight different values, inputs into our decision model, we are going to run eight different models and each one is going to have its own input as having the probability of adverse events for chemo prophylaxis be one percent, another model where it is two percent, a third model where it is three percent, et cetera, et cetera. 

If we are going to run a probabilistic sensitivity analysis as one-way sensitivity analysis, then we also of course start with the same base case. The base case does not depend on whether you are doing a deterministic or a probabilistic analysis. The base case assumes there is no sensitivity analysis. So our base case is again two percent in a probabilistic example. But now for our sensitivity analysis we are going to infer a distribution of probabilities of adverse events with chemo prophylaxis and we are going to run multiple iterations of our model. In each iteration of our model we are going to select a single value from this distribution to be used as a probability of adverse events with chemo prophylaxis. 

So I want to give you guys just some best practices of how to actually input variables to run in a sensitivity analysis and I hope that this will save you actually many, many hours of frustration because if you think about how to conduct a sensitivity analysis when you are building your model from scratch, you are going to have a much more efficient and high quality product at the end of the day. When you are building your model…and I should say, you always have to run a sensitivity analysis. I hope that has been made clear but if it has not I will reiterate that every single time you run a decision model you need to run some sensitivity analyses as well. When you are building that decision model you should insert your variable as variable names not as point estimates and then you need to define those variables. 

So what do I mean by that? So let’s look at an example of the probability of pulmonary embolism under mechanical prophylaxis which we decided our point estimate was .02 or 2 percent. Instead of actually inputting a .02 into my model, what I am going to do is actually define this as a variable and the variable name is going to be the probability of pulmonary embolism or deep vein thrombosis under mechanical prophylaxis. Then what I will do is I will define this variable and I will define this variable either as a point estimate if I wanted to run a deterministic sensitivity analysis or I will define this variable as a distribution if I want to run a probabilistic sensitivity analysis. 

So essentially what I would do if I want to run the deterministic sensitivity analysis is I would look at...I would define this probability of PE or DVT mechanical as a value of .02. So instead of inputting the .02 directly into my model, I am inputting the P_PEDVT_mechan in my model and then I am defining this P_PEDVT_mechan as a value of .02. That allows me to be much more flexible in how many deterministic sensitivity analyses I can run. If I wanted to change…I changed my mind and I decided I did not want to run a deterministic sensitivity analysis anymore and I wanted to run a probabilistic sensitivity analysis, it is also very easy for me to now change this because instead do defining this variable as P_PEDVT_mechan as a point estimate, I now define it as a distribution.

So to those of you who do not currently work in TreeAge this may not mean a lot to you. If you are planning to work in TreeAge I strongly recommend that you reference this slide in the future when you are starting to build your own decision models because it will make everything a lot easier to run when you come to the point of doing sensitivity analyses. So let’s look at an example of what that would look like in the actual TreeAge model. So here in the blue boxes I have highlighted what are all of our probability estimates and you can note here that my probabilities are defined as point estimates. I just told you that you should not do this in the previous slide and so what we want to do is actually build a model that looks like this. 

Here instead of me having point estimates associated with my probabilities, what I have here is variables and my variables all start with P_ and that tells me that this variable is a probability variable. So what I have done is take out the point estimates and I have defined all of my probabilities as variables. Now I have then taken these variables and I have defined those variables as point estimates. You may be thinking well, that seems a little bit inefficient. Why not just take these values here and plug them into the appropriate location? Well, it may seem inefficient for a base case analysis but again, when I want to run my sensitivity analyses all I need to do is change this value. I do not need to change all of the values in my decision model. This makes the difference because sometimes you are going to have variables that are repeated. So for example, all caused mortality may be a variable that is in multiple different branches of your decision model. 

If you want to change all caused mortalities from a value of let’s say .003 to a value of .002, if that variable is located in multiple branches of your decision model, you are going to have to go through and make sure you are changing every single instance of the variable from .003 to .002. That is setting yourself up for human error because most models have 100s of branches and it is going to be near impossible for you to make sure every single time you run a sensitivity analysis you are changing all of the values appropriately and consistently across your model. If you simply just define your variables…your probabilities as variables and then here define a value associated with that variable, then every single time that variable such as probability of all caused mortality exist in your model. If you just change it here in one, then it changes consistently throughout your entire model. So it is just a best practice to make sure that you are reducing the chance of human error causing erroneous results.

So in TreeAge if you wanted to do a _____ [00:33:18] sensitivity analysis the things that you need to do is specify the variable you are interested in looking at and what the low value and the high is for that variable because that is the range associated with that variable. Then it will ask you how many intervals you want for your variable and this is also something that you can change. So if I wanted to have 8 intervals or 100 intervals I could do that as well across this range. Here is what an output might look like from a one-way sensitivity analysis. So on the previous case we were defining that we have a low value of .4 and a high value of .8 and we have four intervals. 

So does four intervals mean that we are running different…we are running a one-way sensitivity analysis as four different inputs meaning that we are going to get four different outputs for our ICER. I am sorry, five different outputs for our ICER. Pardon me. It is four intervals so therefore five values. So here we have on the screen you can see five different values for the probability of adverse events under chemo prophylaxis and we have changed this probability five different times and here we can see that no matter what we do for this probability we still get the exact same…answer and that is that mechanical prophylaxis dominates chemo prophylaxis. Unless we know that we can be pretty inaccurate about this input of the probability of adverse events under chemo prophylaxis and it still does not change our conclusion that we should go with mechanical prophylaxis over chemo prophylaxis.

When you are looking for what your input should be or what that range should be for your one-way sensitivity analysis, the best practice is to get that range for that input from the 95 percent confidence interval around that point estimate. So you likely went to the literature in order to get the estimate of the probability of adverse events under chemo prophylaxis and that study reported a probability as well as some estimate of variation around that probability that comes from a sampling error or potentially true heterogeneity. So you would not just select that mean probability but that 95 percent confidence interval and use the upper and lower bounds of that 95 confidence interval to determine your range for your one-way sensitivity analysis. 

Now if you do not have information from a 95 percent confidence interval because maybe you used expert opinion in order to drive your model input, you should not just vary your parameter an arbitrary range. So sometimes I see people varying a model input by plus or minus 25 percent or plus or minus 50 percent. That is not recommended. That is because what you are trying to do with the sensitivity analysis is reflect uncertainty in model input. You are not trying to just show how sensitive your model…despite the name of sensitivity analysis. You are not just trying to show how sensitive your model outputs are to model inputs; you are trying to understand how the uncertainty in your model input effects your model output. So if you do not have a 95 percent confidence interval you could for example use expert opinion in order to decide what your range should be for your one-way sensitivity analysis. That is going to be a better practice than just varying that parameter by an arbitrary amount like plus or minus 50 percent.

So let’s say that you wanted to do a series of one-way sensitivity analyses and because you wanted to understand which model inputs really have an effect on your model result. So what you are going to do is you are first going to vary the probability of the first input that you are interested in understanding and you will compare what the ICER is from varying the probability of that first variable to the base case ICER. Then you will go to another variable and you will vary the values associated with that second variable and then you will compare the ICERs from varying that variable to the base case ICER. You will do that. You can cycle through every single one of your model inputs in your model in this way. So you might want to vary probability and then vary cost and you vary health effect and you do that for all the variables that are included in your model. 

So in a one-way sensitivity analysis, you are varying one parameter at a time and if you want to vary multiple parameters you could do this series of one-way sensitivity analyses. However, a series of one-way sensitivity analyses will underestimate the uncertainty in your cost effectiveness ratio and that is because your results, your ICER is based off of multiple parameters and not just one. So if you are doing a series of one-way sensitivity analyses, what you are doing is you are varying one variable while keeping all of the others constant. Then you move to the next variable and you vary that while keeping all of the other variables including the first one that you varied constant. So in doing so you are assuming that the uncertainty is only in that one parameter that you are varying and that is really not a correct assumption. So there is a solution and that solution is to do probability sensitivity analyses. We will talk about that but before we do, I am not saying that you should not do one-way sensitivity analyses, it is actually quite elucidating to do one-way sensitivity analyses because it is an easy way to understand which parameters matter. 

So when we did one-way sensitivity analysis on the probability of adverse under chemo prophylaxis and varied that value from .4 to .8 in those four intervals, we saw that it did not really…that variable did matter in our model results. We still got the conclusion that mechanical prophylaxis was cost effective relative to chemo prophylaxis. So we know that parameter does not matter that much in our decision model. However, if we found an opposite result and varying that parameter actually caused our model results to change and maybe we found the chemo prophylaxis under certain scenarios with cost effective compared to mechanical prophylaxis. Then we would say okay, we really need to make sure that we are measuring this parameter correctly because that parameter matters a lot in our decision model.

So another way to do one-way sensitivity analyses is to do tornado diagrams. Tornado diagrams tell you which one of your one-way sensitivity analyses has the greatest impact on model results. So a tornado diagram has multiple bars and each bar represents a one-way sensitivity analysis and the wider the bar the greater the impact on model results. So if we wanted to conduct a tornado diagram in TreeAge, TreeAge gives us a very easy way to do that. We would select a tornado diagram and we would tell the model software which variables we wanted to include in the tornado diagram. So this tells the model we want to conduct one-way sensitivity analyses on these five variables here and we want to plot the results of one-way…of these five different one-way sensitivity analyses on a single graph. For each one of these variables we do the same thing we did for the one-way sensitivity analysis meaning that we decide…we tell the model what the low value is, the high value is and the number of intervals that we want to include for testing each one of these values.

So TreeAge will not do this for you. You are just going to have to input this yourself. Then we also have to decide what our willingness to pay threshold is. Here we just selected 50,000. You can select 100,000, 200,000, whatever you are interest in doing. So in our tornado diagram for the hypothetical cost effectiveness analysis that we have been looking at of the probability of pulmonary embolism or deep vein thrombosis…I am sorry. The cost effectiveness analysis looking at mechanical prophylaxis or chemo prophylaxis. Here is what the results of that tornado diagram look like. I am sorry that this did not come out very well. It is not very clear. But you can see that there is one bar here that is very wide and then another bar that is really narrow and then the remaining three bars do not even show up. Meaning that the do not really have any impact on our model result. So what we would say here is okay, this probability associated with this green bar which is the probability of PE or DVT with mechanical prophylaxis matters the most out of any one of our input parameters for our model.

This black bar here on your tornado diagram represents that there is a strategy change meaning that, once the input gets to an extreme range that whatever is the intervention that we thought was cost effective no longer becomes cost effective. So this can be really useful because this bar is showing us okay, this model input has the greatest impact on our model output but it does not change the conclusion from our model until we get into the extreme range. This red bar, the probability of death from PE or DVT we can vary that and it does not really matter in our model results at all and it definitely does not affect our model conclusions as to which strategy is cost effective. So you know that there is some information here but there is not a ton of information and so this is actually a tornado diagram for net benefit and that is going to be the default that TreeAge pops up when you run a tornado diagram. But what we should really do is go to the ICER tornado and that is going to give some more information.

So the tornado results for the ICER you can see up here, this is the recommended graph to use. It is not going to be your default output in TreeAge you are going to have to select it. When you select it you can see that now all five of our strategies popup on the screen and again, we can see that…and then that will tell us some more information about every single one of the variables that we include in our tornado diagram. Here we included five, it does not just limit to our two variables from before. So I think elucidating to go to the text report not just looking at the graph. The text support gives you just the specific numbers that can be really elucidating. So you can select this for TreeAge and what you can see here is that the direction of the ICER changes when we move from a low value to a high value of this particular variable, the first variable. 

So that is telling us that the high value for this variable results in chemo prophylaxis now being the preferred strategy. Again, that tells us we need to be more precise with our estimate of this variable because a change in the model input associated with this variable caused our model conclusion to change. So tornado diagrams can be useful in telling us how much variables matter in relation to each other but again, they are just a series of one-way sensitivity analyses you are just presenting the result in one graph. We have the same limitations with a tornado diagram that we do with the one-way sensitivity analysis which is that when we do one-way sensitivity analysis or conduct a tornado diagram we are pretending that there is uncertainty in just one parameter and we know that is not true. There is uncertainty in almost all parameters in our decision model. I am going to briefly touch on scenario analyses and then we are going to move to the probabilistic sensitivity analysis.

Scenario analyses are conducted because you are interested in subgroups. So when we are looking at mechanical versus chemo prophylaxis, maybe we want to understand what is going on with the older population and the people who are 85 and older. So that is going to change because we are looking now at a subgroup of older patients. We know that their risk of pulmonary embolism or deep vein thrombosis is going to be different than that of the general population and we know that their risk of adverse events and risk of death is going to be higher than…or be different than the general population. So we can run a scenario analysis where we change the point estimate of multiple parameters so that they do not apply to the general population but now they only apply to people who are 85 and older only. 

So this is actually not incorporating uncertainty so it is not actually truly a sensitivity analysis it is a scenario analysis. It allows us to model variation across subgroups but it does not look at uncertainty in that variation across subgroups. So it can be useful because you may be want to understand whether there is a different by subgroups that is occurring so you can try to test that in a scenario analysis and maybe when you have inputs that relate only to the 85 and older population you get a different conclusion about the preferred strategy than you would if you were looking at the general population. So it does have its merit in helping you to understand cost effectiveness across different patient populations but it is not going to tell you the uncertainty in that cost effectiveness estimate across different populations.

In order to best capture that uncertainty, you want to move to doing probabilistic sensitivity analyses. So the probability sensitivity analyses or the PSAs a very multiple parameter simultaneously and each one of the variables comes from a distribution. You run your model a multitude of times and in each model iteration you select a value from the distribution and you use that as your model input. So here on the left hand side we have an example of a distribution coming from…a normal distribution in output…sorry. Input variable that comes from a normal distribution and when we are running our sensitivity analysis in the first iteration maybe the model plucks this value, in the second iteration it plucks this value, in the third iteration it plucks this value, in the fourth iteration it plucks this value, et cetera, et cetera. And we are going to run it for 1,000 or 10,000 iterations. 

The distribution does not have to be normal. It can be long normal or beta or gamma. You just tell the model what type of distribution you think should work for this type of input and then the model will select values from that specific distribution. So this is a more robust form of sensitivity analysis. If you would want to publish your cost effectiveness model in a good journal you will need to run a probabilistic sensitivity analysis. So make sure that you are aware of that before starting any type of cost effectiveness analysis enterprise.

Unidentified Male:	Risha we did have a question about how do you know which distribution to use.

Risha Gidwani:	That is a great question. So some of that might be when you are looking in the literature and let’s say you have an article from the literature that is reporting data and you see that the mean and the median that they report are very different. Well, in that situation you know that a normal distribution would not work. What I could recommend is that you go to multiple articles and try to get a sense of what their summary statistics look like so that you can get a sense of the shape of the distribution. Sometimes it is going to be identified for you. So for example, for probability input you may want to use a data or gamma distribution which is continuous and bounded at zero and one. You can select that distribution but you are going to have to select the alpha…you are going to have to tell the software program the alpha and beta parameters so that you can specify the exact shape of that beta or that gamma distribution. What I normally do is I play around with that a few different times because that can be…you will never really know the shape of the underlying distribution because you do not have the individual data you just have the summary data. But you can make some sort of best guest estimate. If you are using cost data for example, it is most likely going to be a log normal distribution.

Unidentified Male:	Sometimes you build a table that represents the distribution. For example, probability of death by age you would use a life table.

Risah Gidwani:	That is right. You could certainly use the life table instead of the distribution and in which case that would be doing a deterministic sensitivity analysis rather than a probabilistic sensitivity analysis.

Unidentified Male:	Or you could sample from that table thought right in the PSA?

Risha Gidwani:	You certainly could but you still have to specify a distribution for the cell and the table that you are sampling from if you are doing a PSA. If you are just specifying a range the values for that cell in that table, then that becomes a deterministic sensitivity analysis. So in a probabilistic sensitivity analysis, you…values with replacements and the values are samples based on their likelihood of occurrence. So that means that you are thinking about a normal distribution that the values on the tails are not really going to be used as model inputs as frequently as the values in the middle of the distribution because those tail values happen much more infrequently than the values do in the middle of the distribution. 

When you have results from a probabilistic sensitivity analysis and here we are assuming that we are comparing some sort of strategy A to some sort of strategy B, you are going to have an estimate of the mean cost of strategy A plus the variation around that mean cost of strategy A. The mean cost of strategy B plus the variation around the mean cost of strategy B, mean health effective A and variation around the mean health effect of strategy A then the mean health effect of strategy B and the variation around that mean health effect of strategy B.

So when you are choosing distributions for your probabilistic sensitivity analysis, like I said before cost are often times going to be log normal. If you see a mean and median be different do not use a normal distribution. If you are looking at costs for a subsample of people, so all of the patients in your sample has some utilization maybe you are looking at outpatient cost, that potentially could follow a normal distribution. When you are choosing distributions for your probabilities and for your utilities you can use the beta distribution or a gamma distribution but again you are going to have to specify the alpha and beta associated with those distributions and that is going to have to be something that you decide on by a project by project basis what is going to work best with that particular input.

So when you are inputting variables into your TreeAge model for your probabilistic sensitivity analysis, you needed to find the variables in terms of their distributions rather than their point estimate. So this is the exact same model that we looked at when we were looked at deterministic sensitivity analyses. You can see here that every one of my probabilities that is specified as a variable and every one of those variables are specified as a point estimate. Now that of course does not work because we are doing a PSA and we need to specify the variables in terms of distribution so we can do that. So what we will do is now instead of having the point estimate that you see as being the definition of these variables, we now have distribution that define each one of these variables. That signifies that the model that you are doing is a probabilistic sensitivity analysis and not a deterministic sensitivity analysis. 

So when you create distribution based definitions, you create the actual distribution itself. I always make those start with a D so that it is clear to me that this is a distribution variable and not something else. You define the distribution in terms of its shape so normal distribution or beta distribution and then you define the parameters for that distribution. If I had selected a normal distribution I would have to tell the software what I want the mean and the variation around that mean to be for a normal distribution. If I specify a beta distribution, then I am going to have to tell the model what the value of alpha and beta which are the moments that define that distribution actually are for this particular input. 

Once I have created the distribution and defined its shape and the parameters that constitute its shape, then I assign that distribution to a variable. So here I define the probability of adverse events under chemo prophylaxis as defined as the distribution of adverse events under chemo prophylaxis. So you have defined all of your variable, your model inputs and distribution and now you should decide on your number of iterations and then you can run the probabilistic sensitivity analysis. So here it will ask you the number of samples and we are doing a Monte Carlo simulation with second order parameter samples which is the way TreeAge that you specify that you are doing a probabilistic sensitivity analysis. 

Here I decided that we are going to use 1,000 samples or a 1,000 iterations for my model. That means that the model is going to run 1,000 times and each time it is going to pluck one value from each distribution and use that as its model input and it is going to repeat 1,000 times. When I run this probabilistic sensitivity analysis, I am going to get different ways of showing uncertainty. I can show this uncertainty in my ICER and plot it in terms of the cost effectiveness plane which is often called a cost effectiveness scatterplot. I can plot a cost effectiveness acceptability curve or I can look at the net benefit. So this is a cost effectiveness scatterplot for our model evaluating mechanical prophylaxis versus chemo prophylaxis. You can see here…so this actually is really all four quadrants are being evaluated that we looked at and we are using for our poll question, but because all of our outputs really only live in one section of the graph it zeroes in on the section of the quadrant that our outputs live in. So here you can see this is our Y-axis. You cannot see the X-axis on this graph because all of our outputs are in this upper left hand quadrant. You can see our willingness to pay threshold here which I have specified as 50,000 dollars.

So I can also get an incremental cost effectiveness report associated with this graph and I always like looking at those. So this tells me what quadrant we are in and you can see that we have six rows and that is because you remember that in quadrants one and three the strategy changes…or your result changed whether you are above or below that willingness to pay threshold. So really they are sort of fixed places you can be in the quadrant that are of interest to use when we are interpreting results. So here we can see that even though we have run this probabilistic sensitivity analysis in this hypothetical example, mechanical prophylaxis is cost effective 99.9 percent of the time. It cost less and it provides more health benefit. So we would feel so supremely confident in the results of our cost effectiveness analysis.

That is not always what happens. Usually you are going to have ICERs in multiple quadrants and so here this is that same scatterplot. You can see here now very clearly that we in the fourth quadrant. We still have our willingness to pay threshold at 50,000 dollars. Here is our confidence ellipsoid. Now most of our values cluster in the upper left hand quadrant but we also have some in the bottom left hand quadrant and some in this bottom right hand quadrant which is of course where we really want to live. So you can also see that our values and each one of these dots represents a different ICER that came from our probabilistic sensitivity analysis and there are 1,000 dots here because we wanted 1,000 iterations. 

So you can see that we are crossing a willingness to pay threshold that some of our points are below the willingness to pay threshold but most of them are above the willingness to pay threshold. So we can see here that most of the time chemo prophylaxis is not cost effective compared to mechanical prophylaxis. Here we have the incremental cost effectiveness plot report from this particular situation. Here you can see that we are in quadrant two for 81 percent of the time. So this is…I just varied the model values so that you can see what happens when you cross multiple different quadrants. These graphs are very useful because what you want is 95 percent of time to be in a single component of the graph so that you can feel as though your model results are very stable. 

So I want to also touch briefly on the ways that you should not show uncertainty in your incremental cost effectiveness ratio. You should not just show the numerical value of your ICER and the confidence interval around that ICER. The reason is because the ICERs can look the same when they are in different quadrants. So here we have in the blue square represents this ICER of this hypothetical strategy where strategy A cost 40,000 dollars less than strategy B and provides one less quality. So that results in an ICER of 40,000 dollars per quality. That means strategy A is cost effective relative to strategy B. In the second situation represented by this green star, we also…strategy A versus strategy B but in this situation strategy A cost 40,000 dollars more than strategy B and yields one more quality than strategy B that also yields that same ICER of 40,000 dollars per quality. 

So these are the exact same ICERs but what you need to really do is look at what is happening on this graph because this graph tells us that we can…if we are looking at the analysis represented by blue then if we wanted to adopt strategy A which is cost effective we want to be okay with giving up one quality, giving up health benefits. Some policy makers are just not going to be okay with that. So what they would say is we are okay with a cost effective but that cost effective strategy has to add health benefit not reduce health benefit and reduce the spending associated with that health benefit. So what you would rather do is instead of adjusting at the ICER and the confidence interval, you really want to see where things fall on your cost effectiveness quadrant to make sure that the cost effective strategy that you are advocating is one that also is in line with your decision maker’s priority. Knowing that many decision makers will not be okay with reducing health benefit to save some money.

So I know that we are running out of time so I am going to try to…actually I think we are almost out of time. So I am just going to mention this very quickly about this willingness to pay threshold. So previously in all the sensitivity analyses that ran I just specified my willingness to pay and I decided that was going to be 50,000 dollars per quality adjusted life here which I know from the literature is an arbitrary threshold even if _____ [01:00:26] is conventional in the United States. But maybe I want to vary this willingness to pay because I know that the threshold is arbitrary or I have different decision makers that have different willingness to pay. That is where I will use a cost effectiveness acceptability curve to represent my uncertainty in my model input and how that affects my model results. 

What the cost effectiveness acceptability curve shows me is a percentage of iterations that favor each strategy over different willingness to pay thresholds. So here you can see that I have willingness to pay on my X-axis and if my willingness to pay is 50,000 dollars per quality adjusted life here, then I am going to go with strategy A as being cost effective. If my willingness to pay is only let’s say about 10,000 dollars per quality adjusted here, then I am going to go with strategy B as being cost effective. So I am going to skip to the net benefits because we are out of time. I just want to…I will touch briefly on the iterations or probabilistic sensitivity analysis and then we will move to the summary. 

So how do you how many iterations to run on a probabilistic sensitivity analysis? Well, the more distributions or the more variables you have in your model that you are specifying as distributions the more iterations you need to run so that you get to stable output. The way that you can test this is you run multiple simulations and when the simulations generate very similar mean output values without _____ [01:01:53] then you know that you have run enough data iterations. So here I have a few situations and I can see that the mean cost associated with my strategies of mechanical prophylaxis are very similar and the mean cost for chemo prophylaxis are similar and the mean effects are similar across my strategy. 

Here I have run 1,000 iterations and 1,000 iterations looks pretty stable because when I run 1,000 iterations once and 1,000 iterations another time I get really similar mean _____ [01:02:26]. If I only ran 100 iterations I get really different estimates. I get different estimates of the cost associated with chemo prophylaxis and because…and somewhat different estimates of the _____ [01:02:37] that is associated with chemo prophylaxis. So I ran 1,000 iterations on the left, 1,000 iterations on the right, I had different mean estimates and now I know I need to run more than 100 iterations.

Alright, one last slide before we go to the summary and I am sorry for keeping everybody so late but this is extremely important. We need to incorporate joint parameter uncertainty in our probability sensitivity analyses. The model will assume that you have no correlation, no covariates between parameters unless you specify otherwise. This can be very problematic. So let’s say that we assume a distribution of a probability or response at 26 weeks that looks a bit log normal. When we have run our probabilistic sensitivity analysis we see that patients…the value that are assigned to patients that having a probability response at 26 weeks is very low so they are not likely to respond at 26 weeks. 

We also in our model have another branch that represents the probability of response at 52 weeks. When we ran our probabilistic sensitivity analysis, the model plucked a very high value from this distribution. So this is really unrealistic. This is essentially saying that a patient has a very low probability of response at 26 weeks but had a very high probability of response…52 weeks. We know that is not really how things will happen in a clinical scenario. So what you need to do is specify to your model that you are accommodating joint parameter uncertainty by defining one variable in terms of the other. I will not go through this in the interest of time but I hope that you will take some time to look at this in the slide deck yourself at your leisure.

So in summary, all model inputs have uncertainty and you have to test how this uncertainty in your model input affects your model results. You test this by varying your model inputs and looking at your conclusions from your decision model. Tornado diagrams are a good way to get a first pass understanding of the most important variables in your model but they are really only the first thing you need to do. You have to run a probabilistic sensitivity analysis in order to fully evaluate the combination of uncertainty…all inputs. When you run your probabilistic sensitivity analysis, you should be careful to accommodate joint parameter uncertainty. Here are some references that I recommend that everybody takes a look at before _____ [01:04:55] probabilistic sensitivity analysis and if you have any questions I will open up the floor now.

Unidentified Male:	So far no questions.

Risha Gidwani:	Alright. Well, I am sorry that we went over on time. I know there is a lot of information in here and I do hope that for the folks who are still on the phone that you are able to take a look at this and get a better sense of some of the issues surrounding joint parameter uncertainty and the different ways to represent uncertainty model input by reading through the slide deck on your own.

Unidentified Female:	It looks like we are still not having any other question then so we can probably wrap things up at this point. Risha thank you so much for presenting today we really do appreciate it. For the audience I am going to close the meeting out in just a moment. When I do that you will be prompted with a feedback form. If you could take a few moments and fill that out, we really would appreciate that. So since we are pass the top of the hour here we will wrap things up now. Thank you everyone for joining us for today’s HSR&D cyber seminar and we look forward to seeing you at a future session. Thank you.

Unidentified Male:	Someone asked about emailing the slides.

Unidentified Female:	Slides you will have a link in the archive notice or you did receive the link in the reminder that was sent out this morning. Either one of those will get you there. Thank you for seeing that Paul and I will be closing things out now. Thank you everyone.
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