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Unidentified Female:
Welcome to today's VIReC's Clinical Informatics Cyberseminar Series. This session today is Usability Evaluation of the Secure Messaging for Medication Reconciliation Tool. Thank you to CIDER for providing the technical and promotional support for this series. Today's speaker is Dr. Alissa Russ. Alissa is a Research Scientist with the VA HSR&D Center for Health Information and Communication in Indianapolis. In addition to her VA position, she holds appointments at the Regenstrief Institute and Purdue University's College of Pharmacy. 

Her interests include human factors engineering, informatics, usability, and patient safety, with a particular emphasis on medication safety. As Molly said, if you have any questions for Dr. Russ during the presentation, please send them in using the question dialogue box. I will present them to her at the end of the session. Okay. I am pleased to welcome today's speaker, Dr. Alissa Russ. 

Alissa Russ:
Thank you very much for the introduction. I am delighted to be here today and have the opportunity to share this work with you. First, I want to start off with just a little bit of information on my background. I am a human factors professional working in the VA. But human factors work spans a number of industries, including those depicted here; so, industries such as aviation, the military work, and nuclear energy, firefighting, and healthcare – so, complex, high risk types of industries especially. I recognize that there are still just a small number of human factors professionals within the VA. I wanted to start off with a poll question just providing some basic background on human factors. 

Unidentified Female:
Thank you. Go ahead….

Alissa Russ:
Okay. This question states the goal of human factors science is to…. Is it A, fit system designs to the characteristics of people in order to increase human performance and safety? B, identify compliance problems and train people on strategies to modify their behavior? Or, is it C, to eliminate human error?

Unidentified Female:
Thank you. We do have the answers coming in. for those of you who have never filled out a poll question before, please just click the circle right there on your screen next to your response. It looks like just about two-thirds of our audience has voted. The answers have stopped streaming in. I will go ahead and close the poll and share those results. It looks like the resounding majority, 73 percent say fit system designs to the characteristics of people; then 13 percent each for identify compliance problems, and train people, and eliminate human error. Thank you to those respondents. We are back on your slides.

Alissa Russ:
Okay. Great. Thank you for the responses. I'm encouraged that the majority of you selected A, fit system designs to people. That is correct. But the focus of human factors is really adapting systems and tools to the person to support cognition as well as physical performance and safety. B, that sometimes there is training involved in human factors. But we usually try to address other aspects of system design first. The emphasis is much more on system design. C, a basic tenet of human factors is that we expect that people are going to make errors. That is an inherent human limitation. 

The errors will occur. We should expect errors and design systems that are resilient to error. That is the backdrop and perspective that I bring to this particular project. If you are interested in learning more about human factors as a scientist field, there is an article that my colleagues and I published in 2013 as a useful resource. For the rest of the time today, I will be presenting a brief overview of the study. Then I will spend quite a bit of time talking about usability testing and our results for that. Then if time permits, I will also discuss results from a heuristic evaluation; and then close with some implications and next steps. 

For this project, the Secure Messaging for Medication Reconciliation Tool is motivated by human safety _____ [00:04:57] current healthcare. We know that the time between when a patient is discharged from the hospital and the time that they come back for their primary care appointment is a risky time for Veterans and for other patient and other healthcare organizations. During this time period, up to 20 percent of patients experienced the adverse drug event. Many of these drug events are due to medication discrepancies. For this reason, and other reasons, medication reconciliation is mandated both by the Joint Commission and by the VA at particular points in care, and especially care at transition to help protect the patient safety. 

Dr. Simon and colleagues at the Boston VA recognized this risky time period in patient care and developed a tool which we call the SMMRT Tool that is intended to help address this gap by providing a way for providers to communicate with patients. I will describe the tool first and then have another illustration. But this is just one example of the early version of the tool. This was actually the baseline version that we started out with in this particular project. On the left, you can see the medication names. It provides medication images. Then on the right, the patient is expected to complete that and indicate whether or not they are taking the medication. 

This tool is intended to be used after a patient has been discharged from the hospital. It provides a way for pharmacists, and nurses, physicians, and other healthcare professionals to send this information to the patient. The patient can then view this tool through My HealtheVet at home. The idea is that the patient would review all of the information in that tool, and make corrections; and then send that back to the provider. It is a way for them to communicate asynchronisically using technology and My HealtheVet. The patient is able to do this remotely. 

Prior to the work I am presenting today, Dr. Simon and colleagues had conducted a pilot study of this tool. That was conducted with 60 Veterans. In that study, they showed that 50 percent of those Veterans had medication discrepancies that were detected by using the SMMRT Tool. By using the SMMRT Tool, the providers and patients were able to address those medication discrepancies. There are also encouraging findings that 90 percent of the Veterans indicated that they would be willing to use the SMMRT Tool again. 

There are also some gaps in the development of this tool. Dr. Simon recognized this and reached out to me as he was preparing IR proposals. Up to this point after the pilot study, there has not been any formal usability assessment of the tools, either for providers or for patients. This could potentially influence the results of the clinical trial. There has been other clinical trials published where there was not usability work done up front. 

At the end of the trials, they found negative results. They attributed that to some potential usability problems with software for example. We wanted to try to address and improve usability for providers and patients as much as possible prior to a clinical trial. That is depicted in Aim 1. But what I am presenting today is the usability work that we have completed. The diagram depicted here just shows the overview of the usability approach. We started with the baseline SMMRT Tool. I will just show you an example of that. We broke usability testing down into two phases. 

I will be focusing on phase 1 today. That includes both providers and patients. That circle in the middle here is intended to detect our goal of rapidly iterating on the design of the tool to improve it actually during the usability process. In this middle bar here is a heuristic evaluation. I will describe that in more detail later. But that was another usability method that we used in between the two usability testing phases. 

Then, the second part of usability testing I will not touch on today. But there is a second phase of usability testing that we have completed. We are currently analyzing and summarizing those findings. After that point, this tool will be ready for a randomized control trial. That brings us to the second poll question. Here it reads, I am most interested in hearing about A, the study methods; B, the usability testing results; C, the heuristic evaluation results; or D, no preference, all of the above.

Unidentified Female:
Thank you. It looks like people are getting their answers in. We have had just over 50 percent reply. But answers are still streaming in. We will give people a little bit more time. It looks like we are at about a 70 percent response rate. I see a pretty clear trend. I will go ahead and close this poll out and share those results. Eight percent of our respondents are most interested in hearing about study methods. Almost half, 42 percent, are most interested in usability testing results; 13 percent, heuristic evaluation results; and 38 percent, no preference, or all of the above. Thank you. 

Alissa Russ:
Excellent. That will help me as I go through the rest of the presentation today. I will be sure to spend time on the usability section. Since there were a sizable number that had no preference or wanted to see all of the above, I will at least touch on the heuristic evaluation in the time today. 

As I mentioned, phase 1 on usability testing; and this picture just illustrates a basic goal of usability testing, which is to identify aspects of design that are not tailored to human characteristics. This particular kettle would be very difficult for a human being to use. We are looking for that kind of information from software and other technologies as well. Just so we are on the same page. What is usability? 

One reputable definition from the U.S. Department of Health and Human Services defines usability as measure of the quality of a user's experience when they are interacting with a product or system. That is the key part about usability testing is that we actually want to study end users' interaction with this system. That can either be done directly in real time or through video capture, for example. The work that I am presenting was conducted in the VA Health Services Research & Development Human-Computer Interaction Lab. 

This photo just illustrates some of the capabilities of the lab. But we do separate the researchers from the participants during the usability testing sessions. The researcher can view everything that _____ [00:13:30 to 00:13:31]. We have a way to share screens, and also capture, and record screen action. There are a couple of resources listed below, including an article, as well contact information for the lab director. We are always looking for research collaborations. I would encourage you to reach out to us, if you are interested. 

For this study, participants were eligible on the provider side if they were a physician, pharmacist, or a nurse. They could have really any role in medication and reconciliation. On the patient end of things, patients had to be on at least five active medications and discharged from the Indianapolis VA within the last 30 days. We did exclude patients for a few reasons. A couple of are listed here. One was if there was a cognitive impairment. Or, if they were discharged to another institution. In this study, we focused on patients that were discharged to home. 

For providers, this chart just outlines our recruitment goals. We were very intentional about recruiting samples that included a sizable number of physicians, and nurses, and pharmacists. Then this distribution is the same for phase 2 also. This study was conducted at a single VA. We used a variety of usability methods. But the key components are listed here. Think Aloud is a common technique where we ask participants to verbalize their thoughts and reactions as they are working through the SMMRT Tool. 

That can help us uncover incorrect assumptions that they might be making, aspects of the design that are not clear or confusing. Things that are being interpreted than we expected for example. They actually had a short, just a training video that both providers and patients were required to view to help provide training for them on the Think Aloud technique. We were able to capture the verbalizations as well as computer screen actions, and non-verbal facial expressions using Morae software, the usability software. Importantly, we did not provide any training on the SMMRT Tool as part of this study. 

One of the reasons for that was that we wanted to see if people would be able to learn how to use this tool on their own. Because if this implemented across the VA, at some point in the future, it will be important that the tool supports vulnerability and facilitates providers and patients being able to do this independently. That is why we did not provide training. A couple of other things I wanted to mention about the usability testing. Oftentimes for usability testing, we use fictitious patient scenarios. 

But in this study, we actually had providers use real patient charts. These were patients that had actually been discharged within the last 30 days. Then for the patients, we did bring them into the laboratory. Although, the SMMRT Tool is intended for them to use at home; for this particular study on usability, we did ask them to come into the laboratory at the hospital. Partly so that we could do the video capture more readily. But we asked patients to bring in their actual medication list and also their medication bottles so that they would have those with them. These providers and patients were not coupled. The patient charts that the providers used for their half of the study could be different than the patients that we recruited. 

We intentionally separated those out. I am happy to talk about that more later, if you are interested. Instead of communicating directly with each other in this instance, the participants sent the SMMRT Tool to the research team. They communicated back and forth to the research team. This slide outlines the usability measures. There are about five standard usability measures. We examined four of them listed here. 

The first is usability errors. That refers to aspects of the design that lead to an unintended event or cause individuals to become stuck, for example. Things that impede individuals from using the tool in the way that it was intended. Efficiency was measured by time on task. That is a little more straightforward. Then we also measured task completion. How many participants were able to complete various types of tasks using the tool? Then finally, we examined satisfaction. That is considered perceived usability. For both providers and patients, we use the validated questionnaire to examine their satisfaction with SMMRT. I guess at this juncture, I should mention that although I refer to the tool as a SMMRT Tool, during this presentation, during the actual usability testing, we intentionally did not use that term. We did not want to bias the participants in thinking that this was an especially SMMRT Tool. We did present that in a neutral way. 

Next, we will move on to the results from phase 1. First, we just have two tables that summarize the participants. We did achieve our goal of recruiting ten providers. The expertise is outlined here. But that was according to plan. You can see the median age was 36. But we had at least one individual in their 60s. The clinical experience, the median was five and a half years. We had about an equal number of men and women. We also collected data on visual impairment. Because that can influence design. All designs should really account for basic visual impairments. For the Veterans, our goal was to actually recruit five Veterans in phase 1. We ended up recruiting four. Then in the end, we recruited additional patients for Phase 2. But_____ [00:20:57]….  

The characteristics of the patients are outlined here. It is pretty similar to what you might expect for a Veteran population. The median age was around 70. All of these individuals were men. Three of them had prior experience with My HealtheVet, which they need to use to benchmark back and forth. One did not. Although all of these individuals that did use My HealtheVet only used it on rare occasions. Then we did have a couple of participants with visual impairments. 

But this slide summarizes our findings, at least at a high level. We grouped just Phase 1 alone. We identified over 170 usability errors. You can see the breakdown with providers and with patients. As a result, we made 48 design changes to the SMMRT Tool. During Phase 1 alone, we actually tested five prototypes. This just highlights that we were iteratively improving the design as we went along; or attempting to make design changes to address the usability errors that we were detecting. Those are errors that we identified during a video review of the session. 

I'm going to briefly describe a few of the key usability errors. On the provider side, eight out of the ten participants did not realize that medications on the SMMRT Tool could be modified. As part of this we, were very intentional about seeing if providers were able to add, edit, and delete medications. But, the tool in this instance was not transparent. This is not obvious to the providers that they could do these things. 

The second point here relates to another unique aspect of our study where we intentionally inserted a safety probe. In usability, a safety probe is something that is intentionally tricky, for example. But it can help us assess design. In this case, we intentionally inserted an incorrect dose for our medication to see if that dose would be easily caught by the providers. In this case, half of them did not catch that dose. We changed the dose pretty dramatically so it would be more obvious. But this indicates there might be other ways to change the design visually to help people catch this. 

Then the last point here for providers; this was a major usability concern. It was that five out of ten of them interpreted the input fields on the right-hand side of the tool as things that they should complete. When in fact, that is information that the patient themselves should complete. We worked really hard on this to try to change the design of the tool so that providers were not misinterpreting that information. We did see a decreasing trend in this over time during Phase 1. The next section of this slide is focused on results from the patient. 

Some of the key findings here was that three out of the four patients were confused by duplicate medications. The SMMRT Tool does show active medications as well as expired medications and stopped medications. Sometimes if there has been a renewal at one point, those do appear twice on the SMMRT Tool. That was one aspect that was difficult for patients. We also had as safety probe for patients where we had intentionally inserted an incorrect dose to see if they would catch it and correct it. We did tell patients as part of this study that they should not use this SMMRT Tool for their own personal use. That this was just for the study. We had some safeguards in there. But three out of the four did not touch the incorrect dose, which was concerning. 

Then the last point here is the tool can get lengthy depending on the number of medications. Two out of the four did not view the last page of those tools; which at this time of the study, I do not think had medication information. It had some other fields that we wanted them to complete. But the end of the tool is not clear to them. Or, they did not reach that even though they had time. 

I think it is always fun to see at least a couple of quotes. I included two from providers and two from patients. The first quote here; "I might not be able to be productive quickly

[with SMMRT], but I think it will make me more effective." That highlights some of the positive feedback from providers. Then there were also concerns from providers that the length of time to complete the tool was with one provider saying, "I would have to cut the number of patients I

see each day in half… You have 15 minutes with the patient and it takes more than 15 minutes to

[fill out the tool]." Some of that might be related to the tool.  

But, I think that is also more broadly related to the challenge of medication and reconciliation in general. In the literature, we know it can take anywhere from 13 minutes to 80 minutes to complete an entire medication and reconciliation for a patient, especially in inpatient care. The patient side, we received positive feedback from patients about the medication images. It is one. That patient here is saying, "That way, I don’t have to be a pharmacist!" I can see the medication images. That helps me. Another patient stated, "I may not use the tool, but it is because of my lack of computer skills and that I prefer face-to-face." This has been supported by other literature about how the computer can sometimes be a barrier to that communication. If not used properly, it can weaken the provider-patient relationship. 

From here, I will move onto a couple of other measures of usability. This slide presents a mixture of efficiency and task completion data. On the provider side of things, there was a median of 26 medications for them to review on the tools. They spent 18 minutes as a median reviewing that. Looking across all of the meds; so, this includes active meds, expired meds, and stopped meds; as a median provider, they use 89 percent of those medications. None of them were able to complete the medication review within 15 minutes. 

For patients, they had a median of 14 medications to review. They spent 16 minutes on this usually. All of them reviewed a 100 percent of the medications. They had a 90 minute session to do this. They have quite a bit of time. Then half of them completed the review in about 15 minutes. 

Here we depict the results for satisfaction. The anchors are shown on the bottom left. One or something closer to one indicates greater satisfaction. Here we have results from the computer system usability questionnaire. The first row is overall satisfaction. It is a summary of all of the items on the questionnaire. Then there is system usefulness, and information and quality and interface quality. It is looking at the data for providers and Veterans. 

Overall, Veterans tended to rate the tool more highly and indicate higher satisfaction than the providers. With that, I am going to touch some of the key design changes that we made during Phase 1 and usability testing. For a variety of reasons and partly because we detected that providers were wanting to have more interaction with the tools; we did make changes to increase provider interactions.  

The highlighted boxes here on the left are for providers. That is information that they could complete. They could make comments now to the patient. That was a design feature that we added. We also add additional details about the medications. This is shown in the lower left in the highlighted box. It includes information like the quantity and refills remaining. 

This came up, I think especially with the pharmacists. They wanted this information on the tool to help them assess whether the patient is adherent to the medication; and that they might need a new prescription, for example. They also expanded the patient options. In the original tool, the patient has the option of either saying yes, I am taking it as prescribed or no. We expanded that a little bit more to collect more nuanced data. 

Now, for the active medication at_____ [00:31:22], there are four options. For the expired medication here at the bottom, those ask the question of – asking the patient if they want a new prescription or not. Then the fourth change I wanted to mention today is that we also_____ [00:31:42] a mechanism for a patient especially to more easily add other medications. If there was something missing on the list that they were actually taking, they could complete that more easily with this form. A summary of the usability testing portion of Phase 1 is we did identify some challenges both for providers and patients. 

Part of it was clarifying the role. There is some confusion on what role they should have in filling out the tool. The second item here is completion time. That was especially true for providers. As I mentioned, the satisfaction was rated more highly from patients than for providers. But as you can see, we did use these data to make several key improvements. I just showed you four out of 48. 

I also wanted to mention that as we were modifying the design and acute phases of this study, we also reviewed criteria in the VA's essential medication directive. That directive outlines key components that should be included in medication and reconciliation displays and technologies. We did evaluate that and incorporate that into our design at key points in this process. 

With that, I will transition over to the heuristic evaluation in the last 15 minutes or so of this presentation. I recognize that you may have varying degrees of familiarity with heuristic evaluations. I have another poll question here on some basics. That is which one of the following statements is true about heuristic evaluations? Is it A, that in healthcare it should be conducted by analysts with clinical training? B, that it is a valid method to evaluate usability. But it is generally less rigorous than usability testing. Or, C, that heuristic evaluation is difficult to conduct with paper prototypes. Only one of these is true.

Unidentified Female:
Thank you. It looks like people are taking a little more time to read and think through this one. Okay. I do see a clear trend here. Now the answers are coming in. We will give people just a few more seconds. Okay. I will go ahead and close it out now, and share those results. Twelve percent said in healthcare, it should be conducted by clinical analysts. Seventy-six percent say that it is valid but generally less rigorous than usability testing. Twelve percent also said it is difficult to conduct with paper prototypes. Thank you for that.

Alissa Russ:
Yes, thanks everyone who participated. Again, the majority is correct. It is a valid method to evaluate usability. But it is generally considered less rigorous than usability testing. Heuristic evaluation is an expert inspection method. But you are not actually examining real life human-computer interactions between the actual end user and the computer system. It is considered less rigorous to a large part for that reason. 

A, it is important that you have at least one clinical analyst for heuristic evaluation. But what is more important than clinical background is that you have analysts that have expertise with design principles and the heuristics themselves. I will show you some examples in a minute. It can be especially beneficial to have someone with both of that expertise, both the heuristic expertise and clinical training. But the familiarity with the design principles is most important. C, it is actually preferable to conduct _____ [00:36:10] early on with paper prototypes whenever possible. It can usually be easily conducted with paper prototypes. There might be exceptions. But that is very feasible most of the time. 

During a heuristic evaluation we compare design against established principles or guidelines known as heuristics. An evaluation should ideally be completed by three to five experts since one individual only identify less than half of the usability issues. This is data reported by Nielsen that indicates that is really why you need more than just one or two analysts to capture more the full range of potential usability issues. The analysts are looking for comparing the design against these guidelines and looking for potential usability issues. 

This picture here is the majority of the Indianapolis team that uses photos to point out the analysts. In this photograph, we were actually celebrating the completion of phase 1 usability testing. We worked very hard. We out went to lunch together as a team. I am on the left here. Khoa, one of the pharmacists on the team is sitting behind me. Shelly Jahn is working on her PhD in industrial engineering and has usability expertise; and has really had a key role in collecting most of the data and doing the bulk of data analysis for this project. 

Himalaya Patel is our lab manager here in this Human-Computer Interaction lab and was also an analyst. He has formal training in usability and Human-Computer Interaction. Also, I wanted to point out two other team members while I have the opportunity. One is Brian Porter as their trustee research assistant; and Rachel Dismore who keeps us on track as our project manager. 

The four analysts individually analyze SMMRT. The analyzed the Version 1.6. You saw a few thoughts of that at the end of the usability testing. We were looking at that design. We compared that version against a combination of heuristics published by Nielsen and Shneiderman. There are several lists of heuristics that have been published. These two are well established and well regarded. 

There is some overlap between the two. We reduced that down to 12 total heuristics. The analysts rated any violations for these heuristics as a one through four. One being a really cosmetic problem. But it was unlikely to cause an actual usability problem but it cosmetically could be improved. All the way to four, which is something that really is very serious usability issue that could have either serious safety or usability consequences. It is really a must _____ [00:39:48]. 

This slide detects some examples of heuristics to give us some concrete facts of what these heuristics are like. There are just five listed here. I am not going to read the definition. But looking at the left-hand column, the first one relates to visibility and system status. That refers to whether the tool in this case is transparent. The patient and provider has a clear sense of what is happening with the tool. How it is responding to their input. 

I will highlight another one here, so looking at the third one, user control and freedom. That involves making sure that the design allows people to exit and make corrections so they do not get forced down a certain path accidentally. The results of the heuristic evaluation were very useful. It is a complementary method to usability testing. 

Through that, we uncovered 77 violations that were identified. These are largely things that did not come up during usability testing. But again, these are potential usability problems. There was very little overlap between the analysts. As I mentioned earlier, that is why it is important to have individuals with diverse backgrounds but also trained in the heuristics. 

We used these findings to make 57 design changes to SMMRT. I am just going to highlight three of those 57 design changes. The first one is the added a little bit more sophisticated interaction. At this time it is for the patient. If you look at the lower right-hand side of your screen that is shown below. The first medication here, the patient has selected yes, taking it as directed. 

When they select no, now there is a pop up that says please explain in red. There is just a little bit more sophistication there. We also changed that to a drop down menu. We also added prompts for patients to add specific medication. Rather than just having a general box where they could add and come up with medications on their own that were missing from the list, we provided a little more detail on things we were looking for. 

For example, over-the-counter medications and herbal supplements that a patient might not think about without more directed prompts. The final one that I will mention today is we also added notes and hyperlinks based on heuristic evaluation. The notes are at the top. Now both healthcare providers and patients have their own field to enter notes to one another. It is clear who that note is from. Then on the lower left in that highlighted box, we added hyperlinks so that people could jump specifically to a certain part of SMMRT. 

For example, if they were down here and they clicked on new active medications. That would immediately take them to the active medication list within SMMRT whereas, if they wanted to look at continued meds, they could click there. That was added knowing that some of the usability testing results efficiency was a concern for me out of this. It really was an accelerator to help with navigation within SMMRT. 

I have shown you part of Aim 1. But as next step, we did conduct a phase 2 of usability testing. I'm not presenting that portion today. We are still summarizing that data. But we did go through another round of usability testing to further improve the SMMRT Tool. In closing, as we start to wrap up, I did want to summarize a few things. One is that this study has strengthened that we use mixed methods to improve the usability of the tool. I, myself am a very strong component of feasibility testing. 

I was actually pretty impressed with how helpful the heuristic evaluation scale was after that first phase of usability testing. That really was a benefit to have both methods. Altogether, we made 105 design changes to SMMRT; and phase 1 of heuristic evaluation with more design changes that happened in phase 2. This work has several potential positive impacts. Not only is it expected to increase usability for our providers as well as patients, but if this tool is ever implemented later on, it could increase adoption and use across the VA. 

Certainly, a key goal was to optimize this tool, or at least improve it as much as possible before the randomized controlled trials. Then, the findings from this research could also apply to other types of technologies; so, maybe other technologies that require a collaboration. _____ [00:45:53] SMMRT Tool is intended to be a collaborative tool for communication back and forth. We might learn some lessons regarding that. Also other medication reconciliation technologies in the future might be informed by our findings from this _____ [00:46:11 to 46:13]. 

I would like to acknowledge the funding support for this research, especially the IIR with Dr. Simon as the PI; and my Career Development Award. Then, this is just a disclaimer that I am presenting results that may not represent the U.S. government at large. I would especially like to acknowledge the project team members; Michelle, Brian, Rachel, and Himalaya also contributed to some of the slides and analyses for that; as well as our operational partners shown on the right who we have met with periodically. They have provided input that has shaped our study goals. With that, I am happy to close and take any questions. Thank you very much for your time. 

Unidentified Female:
Dr. Russ, hi. This is Hira. Thank you so much for your presentation. We do have a few questions from the audience. I will go ahead and present them to you. Audience members, we still have about ten minutes left in the presentation. If you have anything else you would like to ask, please feel free to send those questions in. Dr. Russ, the first question – you mentioned there were five usability measures. You had used four. Why was the fifth one not used?
Alissa Russ:
It is a great question. The fifth one is really memorability. That is occasionally measured for studies although it is not as easy to capture. Memorability refers to for example; if you have a resident that comes in and uses the EHR, or electronic health record. Then they are gone for six months. Then they come back. 

It is more after an extended period of time of nonuse is either the design support memorability. Someone can just pick it right up again and use the technology again. Now it could be important for SMMRT because it most likely would be used infrequently. But to do that, you have to have a large gap of time usually in between usability sessions. That is why it was not feasible for us in this particular study. 

Unidentified Female:
Thank you. Moving on – is there any reason why the heuristic evaluation came after round one of usability testing? Could it go before?

Alissa Russ:
That is also an excellent question. We talked about this as a team. If we wanted to do the heuristic evaluation first; or if, the middle or another stage. The short answer is yes. You can do a heuristic evaluation prior to usability testing. That is probably more common. 

For this particular study, I wanted to really get a baseline actual usability test with the tool that had already been piloted by the Boston team to see where we were at baseline. Because it uses a heuristic evaluation, it can be a little bit more subjective. You rely on experts. I intentionally wanted that to occur later on after we had done some baseline usability tests. 

Unidentified Female:
Thank you. We are getting a few more questions in. We might be able to go until the end of the hour. What led to the selection of those heuristic sets versus others?

Alissa Russ:
Also, an important question – for this particular study, we really went with heuristics that were the most well regarded. You could select other heuristics and still conduct a valid heuristic evaluation. There are other lists out there. But these are just some of the more widely known and widely recognized. Several of us had some experience and familiarity with these heuristics as well. That is important during heuristic evaluation. But these are not the only heuristics that you could use. 

Unidentified Female:
Okay. A couple of more questions here for you. What do you think is a reasonable goal for reducing medication issues after a return home after hospitalization?

Alissa Russ:
I'm sorry. Can you repeat the question?

Unidentified Female:
What do you think our reasonable goals for reducing medication issues after returning home from hospitalization?

Alissa Russ:
My guess is that individuals asking like when they get to down zero errors. Like how many medication issues are acceptable? That interpretation – I am going to go with that interpretation.

Unidentified Female:
Okay. That sounds right to me. If the asker sends anything in, I will be sure to read that out to you. 

Alissa Russ:
Okay. I got a note from Steven Simon saying he could jump in on that one. Steven, do you want to jump in on that question?

Steven Simon:
Sure, let me try. Am I audible?

Unidentified Female:
Yes, we can hear you.

Steven Simon:
Thanks. I think the answer as Alissa was alluding to is surely once we get down close to zero medication problems or medication issues as possible. But we know for certain that it is not going to happen. Because medication use is a dynamic process. We are always – we were struck in our piloting of this tool by the fact that medication and reconciliation occurs at various times during hospitalization including at the time of discharge. 

Everyone feels good when it happens that the medication list that the patient goes home with in hand is exactly what he or she is supposed to be taking. But the minute the patient leaves the hospital, all sorts of things can happen. Not the least of which is the person gets home. There is medication sitting at home. There is conflicting information and conflicting medications. We know we will never get down to zero on medication issues. 

What we hope to do is to get down to zero or as close to zero complications of medication discrepancies. I think that is the real goal of this work is to identify them early within a couple of days of the discharge from hospital. To identify whether there is a confusion, a discrepancy, a redundancy, a duplication, and to repress it before the patient goes to take the medication or not take a medication that should be taken for days, or weeks at a time. Then it results in a true adverse event leading to a complication such as a need to come back into the Emergency Room, or be readmitted to the hospital, or worse. We would love to get those down to zero if possible; or as close to zero as possible. We know that there are always going to be discrepancies.

Unidentified Female:
Thank you. The asker did send in that the 20 percent of errors is normal. She was interested in knowing what can be changed.

Steven Simon:
Alissa, if you do not mind, I will try that one a little bit too. I think that the rate of readmission to the hospital or visiting the Emergency Room following a hospital discharge or that combined endpoint is roughly 20 percent or more following a hospital discharge in general. One out of five patients will come back to the hospital or Emergency Room within 30 days of discharge. We know that all of the reasons for coming back to the Emergency Room or being readmitted to the hospital are attributable to medication and thoughtless medication errors. But a substantial fraction are. 

We aimed for this work to get that number down. We looked at…. We will have to come back. Because things happen to the human body. Things happen with health conditions and diseases. Even when someone is discharged from the hospital and looks like they are going to do just fine. We are feeling confident that they are safe to be discharged; we know that there is always a chance that our estimations and our best intentions are wrong. We do our best to get them down as close to zero as possible. It is certainly with this approach, we aim to minimize the returns based on medication processes.

Unidentified Female:
Thank you. I think we have time for one more question. Did the ten providers and four patients get different versions of the SMMRT Tool for usability testing? In other words were versions modified between testing?

Alissa Russ:
That is an excellent question. Shelly, I will start to answer that. But if you want to jump in, too. That would be great. It is true that they receive different versions especially in phase 1 with some challenges of patient recruitment. I think the patients completed versions that looked more like around 1.5 or 1.6. We recognized during phase 1 that it was more helpful to try to alternate and get patients in earlier so that both providers and patients _____ [00:55:28] from the same version. We tried to do that more in phase 2 as much as we could. Shelly, anything else you want to add to that?

Shelly Jahn:
Yes. What we tried to do was…. Especially in the beginning when you are doing the usability testing; and you can see very clearly that the same issues can come up over and over again. Sometimes even participants can get hung up on those issues. For example, if a radio button is not working correctly. Instead of waiting until the very end to fix those very obvious issues, once we would start seeing saturation – so every three or four participants, we would make updates. For the total of 14 participants, that led to our…. I think we have five different versions, so every three or four. But as Alissa mentioned, the patients were skewed towards the end of the session due to recruitment challenges. 

Unidentified Female:
Thank you so much to Dr. Russ for taking the time to present today's session; and to Steven and Shelly for joining us to answer some of the audience questions. If your questions were not addressed during this presentation; or if you think of something else you would like to ask, you can contact Dr. Russ at her e-mail. You can also contact the VIReC Helpdesk at VIReC at VA dot gov. 

Our next session is for our partnered research series. It is scheduled for Monday, July 25th at 12:00 p.m. Eastern. This session is titled, CBO-Purchased Care Contractor Data and Its Use in Research. It will presented by Jenaya Lee and Evan Carey. We hope you can join us. Thank you once again for attending this session. Molly will be posting the evaluation question here shortly. Please take a minute to answer those questions.

Unidentified Female:
Thank you, Hera. Thank you Shelly, and Alissa, and Steven. Thank you to our attendees for joining us. I am going to close out the session now. A feedback survey will populate on your screen. Take just a moment to fill out those few questions. We do look closely at your responses. It helps us improve presentations we have already given as well as ideas for new sessions to facilitate. Thank you once again, everyone. Have a great rest of the day.

[END OF TAPE] 
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