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Anne:	Thank you all very much. I am really happy that we have this opportunity today. Many of you know Jeremy Grimshaw and have been familiar with the work that he has been doing over the last couple of decades as one of the real opinion leaders and thought leaders in implementation science. Jeremy’s topic today I think is extremely timely for those of us in the VA but also outside the VA. I think we are getting points in terms of the development of implementation science in the research that we do that we are ready to start thinking broadly about how we can test inside the work that has been going on now for two to three decades and make some gains on some work that we are doing. Jeremy is a scientist at the Ottawa Health Research Institute, and has been in Canada now for over a decade. Before that he was in the UK at the University of Aberdeen. He has been well known for both his work in systematic review of interventions in implementation research as well as much of the evidence base that we use in reviews and understanding how physicians and other providers respond to behavior change strategy in implementation work. Without further ado Jeremy, I will go ahead and turn this over to you. Thank you again for your talk today. 
Jeremy Grimshaw:	That is great. Thank you very much, Anne. Welcome to everyone, and thank you for joining this webinar. Molly, can I just check that the audio is still working well? 
Molly:	It is. Thank you. 
Jeremy Grimshaw:	Great okay, so I will now get rid of the little blank. It is a real pleasure to be here. I have always enjoyed my opportunities to come and talk about this work in the VA because I do see the VA as one of the healthcare systems that really have been trying to address this for a practical service delivery side, but also advancing the science implementation research. 
As I have said, I am currently based in Ottawa which is the capitol of Canada and _____ [00:02:24]. I hope you have had a good summer. This was my summer activity, although I am painfully aware that in three more months it is going to be a bit more like this. I hope wherever you are you have had a good summer. 
I am going to start with a few introductory slides, and I think I am not going to say anything that is going to be new to people. It is just to define implementation science. The reason I think we all do work in this area is that we know that healthcare systems or healthcare professionals fail to deliver the quality of care they would like. There is a gap between what we know we should do and what we actually achieve. Therefore, implementation science is trying to bridge that gap. Implementation is a human enterprise so we can study to have understanding and improve implementation processes. It is the scientific study of the determinants, process and outcomes of implementation. I am not going to list about the generalizable empirical and theoretical basis to optimize implementation activities. 
There are many different aspects of implementation activities. There are many different aspects to implementation science. This is my mental schema of what implementation science can resolve. Today I am largely going to talk about a work towards a ______ [00:03:52] list evaluations of the factors of efficiency of implementation programs. 
I want to start by talking about biomedical research more generally. There has been an increasing focus about problems in the scientific enterprise, research waste, and failure to replicate research findings. There was a very good series in The Lancet in 2014 that I would recommend people go and read if they have not seen it. The lead author, Macleod noted that in 2009 Chalmers and Glasziou noted that about 85% of research investment probably equating up to $200 billion a year is wasted. They argued that we have waste in research because we do not ask the right questions, so the research questions are not based on questions that are relevant to use in research. We may not choose the right research design, methods, or analysis. There may be inefficiencies in the research regulations and management. We fail to make our research fully accessible. We may not report studies or we underreport _______ [00:05:07] studies. Finally, even when we do report them we often find that the way in which we report them is of poor quality. They said across these five main areas they estimated that about 85% of the research undertaken in the world is potentially wasted or does not maximize its value. People often react against 85% and about whether it is really that bad. But I think we would recognize that actually the kinds of problems that they are highlighting off things are relevant when we think about research. 
We want to start with just asking you to exercise your fingers. I want to ask you this question. If you think about implementation science, you think research waste in other areas of health research, the same as other areas of research, better than other areas, or you just do not know? 
Molly:	Thank you Dr. Grimshaw. The answers are streaming in and we will give people just a few more seconds. If this is your first time doing one of our poll questions, just simply click right there on the circle next to your answer option. We have a nice response of audience today. That is wonderful. We have already had 80% reply. I see a pretty clear trend so I am going to go ahead and close those out and share those results. Do you want to talk through them really quick Jeremy? Do you see anything of interest? 
Jeremy Grimshaw:	Yeah, so I have a really nice spread of ideas. Twenty-two percent think that we are worse than other areas of research, 30% are the same as other areas, 19% better than other areas, and 30% say they do not know. They probably have not thought about it in that much detail. I think that is. I actually do not know what the answer to the question is. My gut feeling is that we are unlikely to be better than other areas, but I do not think that we are going to be worse than in other areas. I do not think there is anything we do that makes us either particularly angelic or devils in this particular setting. 
Molly:	I think you need to click. There you go. 
Jeremy Grimshaw:	Yeah, I got it. What I want to do is actually sort of explore this idea about waste in implementation research using the example of audit and feedback. Many of you actually know audit and feedback. You have got experience of either delivering it or receiving it. The EPOC definition is that audit and feedback is any summary of clinical performance of health care over a specified period of time. The summary can also include recommendations for clinical action. We have a really nice set of theories underlying some of the audit and feedback with a range of different disciplines. This is controlled theory particularly coming from health psychology, but there are other relevant theories from other disciplines. It is a very well understood and theorized intervention. 
For the next poll quiz, what I would like you to tell me is what you think the absolute effect of audit and feedback is in research settings. When we undertake sort of trials of audit and feedback versus control, what is the absolute improvement that we see? Is it less than or equal to zero, 1-3%, 4-6%, 7-9%, or greater than 10%? 
Molly:	Thank you. It looks like the answers are slowly coming in. People are giving this some thought. There is no rush. Take your time. We have had two-thirds of our audience vote already, so we will give people just a few more seconds just to get their responses in.  Okay, we are at about a 75% response rate so I will go ahead and close the poll out now and share those results. 
Jeremy Grimshaw:	Okay. Again it is a very nice spread. Very few people think that audit and feedback is ineffective or harmful. The median response would be between 4-6%. Can I go back to my slides? Thanks. 
The nice thing is that you clearly have been reading your Cochrane review of audit and feedback, which is great. We did a Cochrane review that was published in 2012. There are now 140 trials of audit and feedback. The median absolute improvement was a 4% improvement, and the interquartile range was 1-16%. We could find larger effects if baseline compliance was low, the source was a supervisor or colleague, if it was provided more than once, if it was delivered in both verbal and written formats, and if it included both explicit targets and an action plan. 
In terms of the answer to the question, actually all of the responses I gave have been observed in audit and feedback. The median effect is around 4-6%, which is what the majority of you highlighted. What we know is that audit and feedback in general is effective in 75% of the studies. You see a directive effective that is positive. The effects are probably modest and there is a wide range of uncertainty around the effect which probably relates to uncertainty about how we optimize audit and feedback, for what behaviors, and what settings is audit and feedback likely to be effective. 
Having done the Cochrane review, we then wanted to basically ask the question has our knowledge of audit and feedback improved over time. Are we learning more as we do more research? We did a cumulative analysis. It is not a meta-analysis. It is a cumulative description of the median and range of effects that you can see. What you have in this graph is by 1984 there were four trials and you had about a 10% improvement in _______ [00:11:06] 2.6 to 23%. As you went through, by 1999 there were 36 trials. In 2006 there were 88 trials. Hopefully what you would see is there certainly has probably been kind of stability of the estimates at the latest by 2003. We are getting that kind of 4% improvement at that point in time. It really bounced around a little bit from that, but it has not changed. 
Notice between 2003 and 2009 our research community conducted a further 33 trials of audit and feedback. I would argue that basically those trials really did not advance our knowledge in any significant way. They did not really help us further understand under what circumstances audit and feedback was likely to be effective and how we can optimize it. We also did serial meta-regressions and found that as more trials become available the statistical precision around the estimates of potential factors improve, but we are not identifying new factors. This to me suggests that unfortunately in implementation science there is waste. We as researchers are probably guilty of that. The paper that I have just shown you was published in J-GIM. Noah Ivers is my close colleague had this great title, Growing Literature in Stagnant Science. We are continuing to do studies but we are really not advancing knowledge, which I think is a problem for our field. 
I want to do us a little detour at this point in time to talk about two trials of audit and feedback and use them to sort of highlight some of the insurgents that we have in the current literature. The first trial is a NEXUS study. This was a randomized controlled trial of audit and feedback to 240 general practices in the northeast of England and Scotland to reduce unnecessary lumbar spine and knee x-rays. The idea here is that these are low value tests. They are really in primary care settings and are really not very informative. This is a way we provided audit and feedback. We described the population curve of regressing patterns and said what your practice was. In this case, basically this practice was significantly higher referred compared to the median across the population. That was the first trial. 
The second trial is a DRAM trial. This was a trial of audit and feedback to 90 practices in the northeast of Scotland. These were a subset of the NEXUS practices. It was trying to reduce nine unnecessary laboratory tests. NEXUS focused on radiology diagnostic tests. This focused on laboratory diagnostic tests. For various reasons we ended up treating the audit and feedback. This is how the audit and feedback was shown in DRAM. The red line on the graph is your practice. This is what you are doing. We are showing you how your practice has changed over time. There may be a slight prone to increase in here. We also show what the regional average is. Alongside this we provide some additional information. We provide a message that says in general FSH testing is of limited value in the assessment of menopausal status in women over 40 years, and so it should not be requested for this purpose. 
What I want to do now is ask you which of these feedback interventions was or were effective. Was the NEXUS intervention which was focusing on the diagnostic imaging effective? Was DRAM with the laboratory diagnostics effective? Were both effective? Were neither effective? 
Molly:	Thank you. We are doing things a little different this time Dr. Grimshaw. Rather than transferring the screen back and forth I will just read the answers out loud so you can know what they are. It looks like we have had about 40% of our audience respond, so we will give people just a few more seconds. Okay, this is an anonymous quiz and you are not being graded so feel free to take an educated guess at it. People are a little more gun shy to get this one going. All right, it looks like we are at about 60% response rate so I will go ahead and close this out. I will talk through the results. We had 17% who responded NEXUS, 22% DRAM, 32% both and 29% neither. We are back on your slides. 
Jeremy Grimshaw:	That is great. It is a really nice set of responses, again suggesting that people have thought about this and are not clear about what might be effective. What we actually found was in the NEXUS study which was the diagnostic imaging; our feedback had no effect at all. In the DRAM study which was focused on the laboratory testing, there was a 16% relatively reduction of average across all the tests. Reductions were seen in eight out of nine tests, and three out of nine were statistically significant. 
I liked this because I think it is a great demonstration of the complexity of feedback. What I want to do is ask you why the results of the two trials are different. We are not going to go to a poll. If you have the chance, please write any thought you have in the comments box. What are your immediate thoughts about why DRAM was positive and NEXUS was a no effect trial? I just will give you one or two minutes to do that, and then I will carry on. 
Molly:	Thank you. For those of you wondering how to type in your response, down at the bottom of your control panel is a question section. Hit the plus sign next to the word questions. That will open up the dialogue box.  You can then type your response in there. It looks like we have some responses coming in. One person writes, is it a fit between strategy, intervention, and context. Another person suggests contextual factors regarding recipients in inner and outer settings. Another person writes provision of reason why the lab test was unnecessary was impactful. More specific feedback from DRAM study may have contributed to outcomes. Performance in NEXUS was high at baseline.
Jeremy Grimshaw:	Molly? 
Molly:	We are good? 
Jeremy Grimshaw:	We are good. I mean they are great response. 
Molly:	They just keep coming. 
Jeremy Grimshaw:	That is fine. I mean I want to have a look at them at the end. I am really interested in what you have said. I have done this in basically face-to-face meetings and people come up with a number of different sort of suggestions. It might be there are differences in the traces conditions that somehow lab imaging and diagnostic imaging are different in family doc brains. That was in effect modified for our intervention. It could be that there is something about the number of the tracer conditions. We had feedback on nine lab tests and two x-rays. It could be differences in the doctors. I think this is where some of your comments are about all the differences in the context or the inner and outer sort of environments. Here the 90 practitioners or 90 practices that got the DRAM feedback were a subset of the 240. I do not think there were that much changes in the adopters of the context that might explain this, although DRAM happened after NEXUS. There might have been a framing effect of NEXUS. It might have been the differences in the intervention. Someone talked about the actual message that we put along the side – the DRAM message. Also we actually provided data in a different way in the DRAM compared to NEXUS. Finally I mean it could have been chance or it could have been something else. 
One of the issues is we actually do not know why these two interventions in the same group of practices, for what I would have thought were conceptually some of the same behaviors, are different. Just imagine if we had research that demonstrated that consistently providing an actual message alongside feedback increased the effect of audit and feedback from 0-1% to 15% relative reductions in audit and feedback for testing ordering. That is an intervention that costs nothing. It is easy to deliver. It was as simple as that in relation to improving the effective of this audit and feedback, and then we would all want to immediately start doing it. The reason for putting this up is to sort of highlight that when we are developing audit and feedback, they are often making a set of judgments about how we represent the data, what additional information we provide to practitioners, and whether this is aligned with policy issues in the set that we are working with or not. These things may be effect modifiers, but I would say at this point in time the research literature is largely silent. We are great at doing research that says audit and feedback generally works. We are not very good at doing research that says if the VA was thinking of rolling out feedback, what is the kind of design issues they should consider? And how could they try to design more effective feedback? 
We had lots of ideas about how to improve feedback. This is a paper that was done by my colleague Jamie Brehaut where he has been going out and interviewing world experts in feedback from diverse settings. Some were in health, but a lot were in sort of educational psychology, organizational psychology, and management studies. We actually produced this paper because as we were collecting this information, we were getting really good suggestions from these experts. We were aware that often when we look at how feedback is designed in health system settings, people were following just some very basic ideas. These were 15 suggestions for optimizing effectiveness. These are the 15. Provide it more than once. Most trials of audit and feedback only provide feedback once. Present the feedback as soon as possible. Watch the delay between the data coming in and actually providing feedback. If you provide feedback within a month as of the date of the behaviors being enacted rather than six months or further, that is more likely to be more effective. Provide feedback at the individual level rather than at the general level. Include clear comparators of reinforced desired behavior change. We find that certainly in character, often what happens is that people provide feedback with three or four different comparators, which are likely just to confuse the participant or allow them to say I was as good as 50% of the population. We want them to be in the top 20%. 
You can see as we go down this list there are a whole lot of ideas that are low hanging fruit for optimizing audit and feedback now. If I was in a service setting trying to deliver or design audit and feedback, I would want to use these as sort of things that I should think about that might help me to make my feedback more effective. 
However from a research perspective, we actually do not know about how often we should provide audit and feedback. If we provided feedback to clinicians every week, my guess is there would be a degree of sort of basically burden, overload, and fatigue setting in fairly quickly. If we provide it once every three years it is probably going to be relatively ineffective even if you do in times. Underlying each of these ideas is probably the whole range of research questions. The researchers we should be trying to address so that we can refine these ideas for people trying to design audit and feedback in control settings. 
Again you can see that I work with a small group. I am on sales. I have _______ [00:24:14] in this area. We had an international meeting a few years ago where we said given the Cochrane review and given this sort of apparent stagnation of science, what should we do? How can we actually advance science? Noah comes up with great titles. We argued no more business as usual. We need to change the way that we do research. Instead of continuing to do audit and feedback versus controlled trials in settings with professional groups where we have already demonstrated effectiveness, we really should be moving towards head to head trials evaluating alternative ways of designing and/or delivering audit and feedback. Do audit and feedback every three or every six months. Audit and feedback versus audit and feedback plus co-interventions. What happens if you have audit and feedback compared to audit and feedback and academic detailing? Or there is audit and feedback versus alternative interventions. Try to move the agenda from a kind of “can audit and feedback work” where we know the answer is yes, to how and under what circumstances is audit and feedback most likely to work and how can we optimize that. 
If we want to move this forward and if we want to move from two arm trials of intervention versus control to head-to-head trials, we are going to need much larger samples sizes. The effects we are going to see are likely smaller. It is very unlikely going to be able to realize this in one-off research projects. The idea within a single research project that you can go out and recruit 200 hospitals to participate in an audit and feedback study testing maybe different versus comparators, I think there are going to be real feasibility issues. There may be a credibility issue with the funder. 
We have identified the idea we need to do research differently. Actually going down a project by project basis is unlikely to advance or be feasible. We are in a situation where we take delivery of large scale audit and feedback programs within health care systems. I will describe in a little while some work that we are doing with the UK NHS Blood and Transplant Authority. For ten years they have been doing national comparative audits of blood utilization in the UK where they routinely get over 95% of hospitals participating. There are opportunities for us to think about how can researchers basically collaborate with these programs to efficiently advance implementation science about how to optimize audit and feedback, but also to help those systems to do their audit and feedback better. 
We are starting to develop the idea of implementation laboratories. What happens is we identify a health care system partner that is doing the audit and feedback, and we have a conversation with them that goes something along the lines of it is great that you are providing audit and feedback for the organizations and professionals who are part of your system. There is a Cochrane review that shows that this is an effective intervention, and hopefully it should be improving the quality of care that you have. Do you think you have designed the perfect audit and feedback? Our experience to date is that all of these health care systems have said no, we are aware that we made a number of arbitrary choices when we designed audit and feedback. There is a lot of uncertainty about whether we have got it right. We have had some idea from our users about whether they find it helpful. You can maybe track some of the effects. But we actually do not know whether we have the maximum benefit out of our audit and feedback. 
Most of them recognize the things that they would like to test. You know whether doing it this way rather than a different way will improve their audit and feedback. Often they are already doing natural experiments within their service setting with testing different interventions. Once you have a health care organization that is providing feedback and they are kind of recognizing that there may be other opportunities to enhance that feedback, we basically ask them whether they would be interested in trying to embed randomized controlled trials into their delivery of their normal feedback. In this model, let us say their standard audit and feedback is Audit and Feedback A, which is how we have been doing it for the last three years. We can then work with the organization to develop Audit and Feedback B and test them in a head-to-head manner. We find Audit and Feedback B versus Audit and Feedback C. C is no better. It is more costly. It is less acceptable. B remains our standard. Therefore we can also then test B versus D. The idea is that we start to embed sequential trials of these often nuanced perspectives or nuanced issues about how to optimize audit and feedback into just a normal delivery of audit and feedback that practitioners are getting all the time. 
This provides a number of things. One of the things the randomized controlled trials are great for allowing us to make strong causal inferences about the effects of the program. It is what ______ [00:29:58] causal description. This is important because everybody defines actual messages increases the effects of audit and feedback by 2%. If you did not have a strong design to say this looks as though it is real, you may sort of basically discard it or believe it was just part and parcel of the amounts that you get alongside a normal delivery of audit and feedback. Although trials are good for talking about causal description, they provide relatively little information about the mechanisms through which the program operates. _______ [00:30:34] calls it causal explanation. I think if you want to advance implementation science, we need to have robust evidence in our causal description. We also need to have robust evidence about causal explanation to understand how, why, and under what circumstances our intervention had an effect. How did context influence the effects of the intervention we got? I believe that a better understanding of causal explanation will likely improve our understanding about the generalizability of the findings. 
Alongside these implementation laboratories, we are trying to use mixed method approach to enhance the informativeness of studies. This is including design elements. We are not just doing two arm trials of audit and feedback, A versus B. We are doing things like ______ [00:31:20] design, multi-arm trials, or partial factorial designs to sort of increase our ability within the same audit and feedback to get more information. We are planning and doing process evaluations that may be very traditional qualitative approaches about people’s experiences and views about the kind of interventions they are getting. It is also increasing the theory based interventions. If we are interested in sort of maybe embedding action co-confines into actual audit and feedback, try to test whether people actually did develop action co-confines and if that leads to the behaviors you want. Also it is to look at tamper evaluations. Are there learning and decay effects? Again if we had these standing laboratories and we are doing sequential trials, it probably allows us to start to develop a standard suite of additional inquiry which will likely enhance what we do. 
Some of the other advantages about the implementation laboratories is it starts to clarify the relationships between the health system and the researcher. I have done many trials where as a researcher I have come into a health care system and I have delivered the intervention. Even if the intervention is positive, when I leave the intervention dies. This is very depressing as a researcher, but also feels like this is a missed opportunity as a system. If you are doing an implementation laboratory, I would argue that first of all we would want the health system to identify what their priorities are in terms of testing different types of audit and feedback. I think researchers and health systems would then want to develop the approach type of the audit and feedback. The health system was responsible for the delivery of the audit and feedback. The data collection for the researchers would be involved in analysis. Again the system and the researcher would actually talk about the interpretation of these things. 
The nice thing about this is that it actually puts a lot of the sort of delivery and the monitoring back into the health system bucket, which I think is likely to increase the likelihood that a health system will continue with a positive innovation because they are already used to delivering it as scale in that setting. They do not have to do anything else. It is very easy to continue it. 
It also means that potentially the opportunity or the research costs associated with an implementation laboratory are much less in one-off studies. This is because the researchers are really coming in and helping develop the prototype audit and feedback, the analysis, and the interpretation. If you are pricing your study where you are recruiting 150 hospitals and the health system already has 150 hospitals they are playing with, it significantly reduces your startup time and cost as a researcher. There are huge opportunities for efficiencies in terms of the cost of doing research for the knowledge that we generate. 
The benefit for the health system is I think this is a genuine move towards learning the organizations. It allows health care organizations to hopefully demonstrate improvement in their quality and productivity. They would be saying to their funders and to their stakeholders that we are trying to improve quality but also trying to improve the way in which we are delivering quality improvement. It also gives some linkages to academic experts. It provides academic recognition for the work that they do that is often lost when it is just done in a service setting. The benefit for implementation science is that it gives us the ability to test important but potentially subtle variations in audit and feedback that can be important effect modifiers. 
Here are a couple of examples. I have mentioned this already with the Affinite trial. It is a program grant from the National Institute of Health Research in the UK. It is working with the NHIS Blood and Transport Authority that has a ten year history of doing audits in terms of trying to improve blood utilization. We are actually conducting two replicated two-by-two factual designs testing different ways of designing and delivering blood utilization audits. What we have done is done a critical analysis of the current feedback and methods that the NHIS Blood and Transport Authority use against the kind of ideas that Jamie ______ [00:35:48] papers have highlighted. We then design interventions to try and optimize both the design of the intervention and then how hospitals may basically use that to improve the care they provide. Because we are working with the NHIS Blood and Transplant Authority, they routinely have 90 to 95% of hospitals in England and Wales participating in their audit programs. For the first trial we basically had 152 UK hospitals that we could randomize. If we as researchers started out saying we want to recruit 152 hospitals and then had to go through our normal channels, it would have probably taken us 18 to 24 months. Then we would probably not have achieved it. Because we were working with this strong partner who had deep roots into the organization it really facilitated our sample size. 
We are starting to publish things out of this, but this is basically a little bit of our approach for how we wanted to actually develop the intervention. The key people involved in this are Simon Stanworth, who is a transfusion specialist in the UK. There is Robby Ford who is a primary care academic who is really sort of managing the trial. He is not named on this paper because he was not central with this work package. Jill Francis is a health psychologist. Again, it is bringing together multi-disciplinary teams to work with the health care systems to really leverage those areas. 
Here is another laboratory that we are dealing with. The Ontario Health Care Implementation Laboratory is working with Health Quality Ontario, which is a provincial quality body in Ontario. It is the largest province in Canada. They are routinely providing feedback to family practices on things like preventive practices, certain use of drugs, and also long term care homes on things like anti-psychotic use or sedative use, et cetera. We are planning over a three-year time frame to actually do four sequential trials. These numbers are going up all the time where we actually got the funding two or three years ago. Two years ago there were 140 practices. We have added more in long-term care homes. 
Hopefully that gives you an idea of the kind of fundamental idea about implementation laboratories. Instead of saying we are going to each time start a new project team and work with the health care system to try and recruit enough participants to participate, go and work with health care organizations already delivering your interventions to scale. Then work with them to identify what they would like to test in terms of prioritizing and their activities. 
However, if we want to take it to the next level while it is really good to have these individual laboratories out there, it would be even better if we were encouraging shared learning across these laboratories. Are there issues coming up in our Affinite trial that might inform what we would do in the Ontario Implementation Laboratory? Are there opportunities to actually plan replication of intervention components and generate science efficiency that way? We are now coming up with the idea of a natural laboratory. This is where you can identify multiple implementation laboratories addressing the same area of audit and feedback. Basically as a group we agree to meet on a regular basis – once a year or so – to share experience. It is to actually sort of basically describe emerging results or get people to critique new versions of audit and feedback coming out. Hopefully it is to sort of basically enhance the idea of efficiently generating knowledge. The expertise in any one of these laboratories can be led by the other laboratories and to help improve what they do. 
Natural laboratories provide an opportunity for shared learning across studies in laboratories. They provide shared expertise. It could be that someone in one laboratory has developed a very neat way of thinking about analysis or data preparation that other laboratories can pick upon. Or if someone has developed a set of instruments to explore the extent to which audit and feedback is working through the mechanisms of action suggestion control theory, we can use that in a different laboratory. It provides opportunities for planned replication, to explore replicability, and also the outer context issues. In Ontario, everything we test is in the Ontario Outer Context. We have no idea whether the outer context means that what we find from Ontario would not transfer to British Columbia or to South Carolina. But if we have other laboratories doing this, we can start to see whether outer context appears to be an effect modifier. It starts to build an international community of health care system organizations with shared interests. There are opportunities of linking together NHIS Blood and Transplant with the people who think audit and feedback in the service setting in health in Ontario. 
We have established an audit and feedback method laboratory. It is very early days. We had a meeting in April to do this where we had I think groups from probably ten groups doing large-scale audit and feedback. ______ [00:42:04] for example was there to describe some of the work that she and colleagues have been doing in the VA. Our mission is to develop an international community of health researchers and health system partners that undertake shared activities to enhance provision of audit and feedback to improve health care performance, patient outcomes, and patient sustainability. 
Here are just some ideas for the early partners. I have talked about the UK Affinite study. I have talked about the Ontario Health Implementation Laboratory. This is an Ontario a better outcomes registry network which is providing scorecards to try to improve aspects of maternal and child health. They are not doing trials, but they are doing very interesting deep dives into understanding how hospitals are using information that provides additional health or insight into this area. In Scotland this is a group that is doing basically implementation research within community dentistry. I think within the next couple of months we will actually have one of probably the most sophisticated head-to-head trials of audit and feedback published anywhere that really I think demonstrates the value of doing something of this scale. We are also doing something at this time talking with Australia to the National Prescribing Service. One of the other ideas about this is you go where you can work. There is a really good group that is doing feedback and scale. Let us go and talk to them. It probably does not matter where in the world they are as long as they have the kind of commitment to engage in this type of work. 
Just coming to an end, I think that probably there is significant waste in implementation research. It is a frustration as someone who does systemic reviews, but you actually find that the needle is not moving much as you update systematic reviews probably because we continue to do studies of questions that we know what the answer is. We fail to do studies that would actually enhance what our current knowledge base is. We have a substantial evidence base that many interventions are generally effective. I have used audit and feedback as the example here, but we could do the same for academic detailing and computer reminders. What the challenge is we have considerable insurgency about how to optimize the interventions to maximize their effectiveness. I think there are opportunities for collaborative partners between the health care organizations delivering implementation programs and researchers both to improve directly the quality of care in those health care organizations. It is also to improve our understanding about feedback and how to optimize it. 
That was what I wanted to say. Thank you very much for your attention. I hope that was of interest. I think I now pass back to Molly who will help moderate the question and answers. 
Molly:	Thank you very much Dr. Grimshaw. We do have a couple pending questions. For those of you that would like to submit one, just a reminder is go to the question section of your control panel. Click the plus sign next to the word questions and that will expand the dialogue box. You can then type your question or comment in there. The first question is how is the design of the implementation laboratories different from smart trials? 
Jeremy Grimshaw:	We are going to come across an area of terminology I am very sorry, but I do not understand what you mean by smart trials. I think there are a range of other sort of basic models which are similar. Maybe if you could type in what you mean by smart, then Molly can come back. 
Molly:	Yes, that is no problem. They can go ahead and further clarify that and we will get back to it. A couple people are wondering if these slides will be available to share with their colleagues. Yes, the slides are already available. You have a reminder email from this morning with a link leading directly to those slides. Feel free to print those out and share them with colleagues. Also this session has been recorded and you will each receive a follow up email with a link leading directly to the recording. You can also pass that along to any colleagues you feel may be interested in this topic. Another person writes do you feel that the success may have been due to DRAM having extremely clear instructions as opposed to NEXUS. 
Jeremy Grimshaw:	Yes, this is going back to the NEXUS-DRAM example. I think that is possible. One of the 15 suggestions in Jamie’s list is providing either actual messages or basically support for practitioners to work out what the actions that they should do as a result of their feedback. Having said that, if that was kind of a success factor it would be something incredibly easy to implement into routine audit and feedback programs. Those messages were crafted by basically I think a small group of three or four lab people and three or four general practitioners. The costs were negligible. If that was one of the factors that led to a significant increase, then this is something that we should be using a lot more of. 
Molly:	Thank you for that response. The next question is would you say that the VA’s query program is an example of an implementation laboratory? 
Jeremy Grimshaw:	I think it depends on how we define implementation laboratory. What I have presented is that idea of really trying to optimize a specific quality improvement approach. Taking audit and feedback as the example about how we can get the most out of that, I would see query as a much wider program that really someone from outside of the VA has made major contributions to implementation science in which I applaud. I do not think in query there has necessarily been this sort of commitment to we are going to take one or two things and really try to work to optimize it by sequentially going back and trying to improve them as we go forward. It is likely that a lot of the infrastructure you have in the VA would absolutely support this kind of activity. The breadth of knowledge that you have generated in the VA should inform a lot of the way we think about this. 
Some of your questions have talked about an intercom text. I am assuming that you are sort of going on Laura ______ [00:49:19] work in this area. That is something that around the world people are kind of overlaying what they do. It is just to start to think about how context works in a ______ [00:49:32]. I think query is a much bigger and bolder ambition, and it has achieved a lot. But I think one of the questions would be are there evidence of the sequential trials that have kind of really tried to find tune a lot of the global nuance questions. I think that is what is probably more unique about implementation laboratories. 
Molly:	Thank you. The next question is going back to the smart trials. Smart stands for sequential multiple assignment randomized trials. You elaborated later and the distinction became clear, but the fundamental idea is similar. 
Jeremy Grimshaw:	Yeah, I mean there are. Yes, I think the answer to my last question probably made the distinction. There are not that many new things under the sun. At one level this is not rocket science. But I think what we are trying to do within this is say here is a real opportunity for basically better engagement between the health care system and implementation researchers that will likely generate valuable implementation science knowledge within about optimized specific interventions within certain context. I think I could probably identify another two or three things that I would say are similar flavors but maybe not the same specific focus. 
Molly:	Thank you for that reply. The next question is fantastic and inspiring presentation. I absolutely agree with your premise flushed out through work with A&F Interventions and a call to action for implementation science more broadly. Can you comment about your proposal especially related to meta lab might link in with science with open science initiatives more broadly? For example, the website osf.oi offers an infrastructure and repository of projects that could be linked to share early stage projects, approaches, and tools that might further increase and transfer building all findings. 
Jeremy Grimshaw:	I have to confess I have not been to that website. I am aware of the initiative and I will now go to the website. We do certainly want to create either within our own infrastructure or if there is existing infrastructure to facilitate this, the idea of a space where we can put a lot of resources and ideas together. A lot of resources are together that would facilitate both researchers and health care organizations. For example, what we want to do is we are starting to update the audit and feedback review in the near future. Make sure that we are making the kind of information data that we are pulling out of the trials available through some sort of open perspective. It is increasingly going beyond trials to try and identify other literature that is relevant to how people use and think about audit and feedback. We could also take that forward. 
I think what we need to do is think about what we can do to facilitate both researchers who may not have had that much exposure to audit and feedback, or kind of some of these methods. It is also to some of the health care delivery people who are trying to do audit and feedback and again do not have access to the 20 world experts’ innovative dialogue spaces. It is making those as open as we can. 
Molly:	Thank you for that reply. What role do you see the implementation laboratory processes being expanded to help with human resources implementation? For instance, there is training, professional development, retention, motivation of employees, et cetera. 
Jeremy Grimshaw:	I think at the end I said I have used audit and feedback as a model. Actually there are many other challenges in health care systems space and areas where they are already investing in programs to improve their aspects of performance. You can use this model across any of those areas. The issue is that I think you would want to identify the implementation or researchers with a strong interest in human resources or the human resource researchers who were kind of very interested in this model. I would see it as a generic model. It is largely one fundamental aspect of this is leveraging the opportunity that health system delivery of programs provide to basically advance knowledge about how we can enhance those programs. I see it as being pretty generic. 
We started an audit and feedback because actually we have done a lot of work in the area and a lot of organizations were starting to reach out to us. It could be done in other areas. Then it would clearly be very nice to do a meta lab where we are learning from each other about how to learn within the meta lab settings. I look forward to that meeting. 
Molly:	Great, thank you for that response. That is the final pending question at this time. Would you like to give any concluding comments? 
Jeremy Grimshaw:	Not really. I mean I think the questions have been great. I am actually very intrigued to go back and look at the responses that people gave about the NEXUS-DRAM questions. Actually first of all I see you as a very participatory audience. It has been a couple of years since I have actually done this, and again I think some of the issues are about the advances in thinking about implementation science. I hope it was of interest. If you are interested in knowing more, please let us know. We hope within the next three months that we will start to get our web instructor or work with others to make the meta lab much more visible with resources online. Please sort of keep us in mind and touch base intermittently if this is of interest to you. Thank you for your attention. 
Molly:	Excellent. Thank you very much for coming on and sharing your expertise with the field. Of course thank you to our attendees for joining us. Thanks to Anne Sales and Christine Kowalski who helped organize this query implementation series. We do have another query session coming up. They are each month on the first Thursday of the month at noon Eastern. Please do keep an eye on your email for future announcements about the next sessions. Once again thank you everyone for joining us. I am going to close out the session. For our attendees please wait just a second while the feedback survey populates on your screen. It is just a few questions for you to fill out, but we do look closely at your responses and it helps us to improve presentations we have already given as well as gives us ideas for new topics to facilitate sessions for. Once again thank you everyone. Thank you so much Jeremy. This does conclude today’s HSR&D cyber seminar. 
Jeremy Grimshaw:	Thank you very much. 
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