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Dr. Todd Wagner:  Welcome, everybody, to today's cyber course on propensity scores.  My name is Todd Wagner.  I'm one of the health economists here at the Health Economics Resource Center in Palo Alto, California.  Helping me today is Paul Barnett, and Paul is going to be one of the people monitoring your questions in the chat window.  So as you ask questions, if he can address them, he'll do so.  If they're clarifying questions, he'll probably interrupt, and that's, the bigger questions we'll try to address those at the end.  Both Paul and I do a lot with quantitative data with VA and have both used propensity scores in our own research, so I'm very pleased to present this to you today.  It seems to be one of those topics that keeps coming up time and time again.  So hopefully you'll enjoy the lecture.  I will note that you're in listen only mode, so you have to make use of that chat screen.  We also have over 700 people registered for today's course, which is, might be a new record for HERC and gives you an idea of the interest in this class.  

One of the things that I struggle with and we always struggle with is the diversity of attendees.  And we welcome everybody, but we tend to find that about 90% of the people find that the material is right on target and then 5% want more information and 5% get a little bit lost.  So we do our best to help those people who are getting a little bit lost to feel like they're getting the right information.  And then at the end of the class we have suggested readings for people wanting more detail.  It's very hard to sort of present at all levels.  

We have four objectives for today.  One is I want you to think about why ob studies have little ability to make causal claims.  And then I still think that there is a very valuable niche for observational studies, and I want, we'll talk about what is that role and what can we do with the observational data.  You no doubt heard about propensity scores, so we'll talk about what is a propensity score, how do you calculate it, how do you use it, and then the ways to implement the propensity score, and there's a number of different ways in the literature and application.

So I've broken the outline into five, or today's talk into five sections.  And in the blue bar at the bottom of the screen, you'll see that there's a section that changes as we go along.  So if you have to step out to run to the bathroom or come back, you'll see where we are in the class in that blue bar.  So right now we're moving to the background on assessing causation and then go through how we define propensity score.  And I will sometimes use the term propensity score, other times just use the word PS, but if I use the abbreviation PAS, it's propensity score.  I'll then show you how to calculate it.  It's relatively simple.  It's much more complex on how you use the propensity score, and then there's, of course, limitations on what you can do with it.

So causality.  Most of us are here because we're interested in understanding causal relationships and why people behave the way they do or why organizations behave the way they do.  Implicitly there's a causal relationship of interest.  Perhaps it's a banal question about, you know, does drinking red wine affect health.  Perhaps you're more interested in whether a new treatment reduces symptoms and improves wellbeing or quality of life.  Maybe you're interested in this question of, you know, does job burnout affect risk of suicidality.  And then perhaps you work at a VA and you're part of the Veterans section Crisis Line and one question might be, for example, does the Veterans Crisis Line reduce the likelihood of suicide.  So these are all types of questions that one is very interested in addressing perhaps with observational data, and you can think about how you might use the propensity score to do that.

I'm going to step back before we jump into the propensity scores and the nomenclature there.  I want to spend a few slides talking about randomized clinical trials.  And the real reason for doing so is that the randomized clinical trial is what we think of as the gold standard for understanding causation.  And when we understand and sort of elaborate on that, you'll have an easier time seeing where the propensity score helps and where it is limited.  And so let's start there.

So first off, in a randomized clinical trial, you recruit participants.  These are participants.  They could be in your undergraduate class.  They could be because of an advertisement in a local paper.  There's a random sorting that is done by the researcher, typically like a flip of a coin.  If you get heads, you go into treatment group A, and we'll then follow those persons for the outcome that we're interested in, which is, I just denoted as Y.  If, by chance, you were flipped and you got a tail, you go into treatment group B.  And again, we're interested in the same outcome, so the real question here is how does the flipping of the coin affect our outcomes because you've been sorted into group A or B.  

And note that surely by random chance alone, you could imagine violations of this randomized clinical trial if you had unlucky coins and you just, by probability, you flipped a number of heads.  Even though it's low probability, it happens.  So it can lead to unbalanced groups.  So most clinical trials that we work with use some sort of checks and balances to preserve randomization.  But this also gives you an idea of why, in most clinical trials, you have a table one that shows how balanced the treatments are with regard to the sorting.  And just because you have a randomized clinical trial, you can speak to causality.  But you must, the broader question you also should be thinking about is generalizability.  Randomized clinical trials tend to be very specific.  They tend to enroll a very specific subset of patients, and so there are questions about generalizability come to the fore, and people often want to use observational data to sort of backfill and understand these broader issues, even though the ability to say something causality is much more limited.

So I try not to put too many equations in the Cyberseminar, and I'll try to point you to reading that has more if you're interested in that area.  But I wanted to sort of present some basic structures here and that's so you can walk through it and we can talk about it as we get to the other slides.  So the expected treatment effect, what we talked about in the last slide, is the expectation of why.  And you can think of that as the expectation of the, you know, the outcome Y given that you were sorted into group A minus the expectation of Y given you were sorted into group B.  And this is really just a mean difference between the two treatment groups, if you will.

Now, in a trial analysis, you can analyze these data doing different ways.  So the general formula for analyzing this would be Y equals alpha plus beta X equals i, or Ei which is your error term.  And I just wanted to run through the [inaudible 07:11] of this equation.  Y, again, is our outcome.  Alpha is the intercept.  X, what you're going to get out of that is the mean difference between treatment A or the treatment B.  And then you have this error term for this stochastic process.  And here, i just denotes the unit of analysis.  In this case, we've been talking about a randomized trial, which is most likely a person, but you could have that being an organization or a different level.  So it's a relatively straightforward analysis.

Now, of course, you could expand this.  You could have, you wanted to control for some baseline covariates.  I've just denoted this with the lambda Z there as a vector of baseline code characteristics.  Now most statistical software you could easily audit this just using ordinary lease squares, for example.  Very straightforward.

There are a number of assumptions here that when we do this one of the key assumptions is the right-hand side variables are measured without noise, and they're just considered fixed and repeated samples.  But perhaps more importantly is we assume that there's no correlation beside these right-hand side variables and the error term.  So here's the notation for this is the expectation of our X variables and the error term is zero.  If these conditions hold, then beta is an unbiased estimate of the causal effect of the treatment on the outcome, and it's largely coming off of that second assumption.  

Now just to point out, keep in mind that when we do a randomized clinical trial, the experimenter is flipping the coin.  So by designation there is a, we can confirm that second assumption that there's no correlation between the assignment to the group and the error term.  It was just pure noise.  This is really the benefit of the randomized clinical trial.  It's why we do it.  It's why the FDA requires it to see that a new treatment is safe and efficacious.

Well, what if these assumptions don't hold.  Then what?  You really, what the key issue here is you lose the unbiased estimate of causality.  So you lose the ability to say something about what's driving what.

Now, observational studies, and this is where I'm just going to start pivoting from randomized trials into observational studies.  Randomized trials, for a number of reasons, may not be easily doable or doable at all.  For example, if you're interested in suicide, you might feel ethically justified to say we need to give this Veterans Crisis Line to everybody.  So that might be an ethical question.  It may be unfeasible.  It could be impractical, not scientifically justified.  The other things that come up with randomized trials is they're very, very expensive and they take a long time.  And so you say well, with VA data, we're looking at billions of records.  Can't we utilize these data to tell us something at a much faster real-time sense?  And the answer is yes, you can.  But it's tough because you end up with that key assumption we talked about before, which is your covariates are correlated with your error term.

So one of the terms that we throw around in observational data is this term endogeneity.  And I was just curious.  We're going to do a poll here to keep you guys on your toes.  And one of the questions is has anyone heard of this term?  So you're going to have four responses to this term.  One is yes, I use the term frequently when talking to friends and family.  If you're like myself, that's probably true and I feel sorry for your friends and family.  You could say yes, I've heard others use the term related to methods; yes, I've heard the term related to perhaps medicine or endocrinology.  There's a lot of papers that came out recently on testosterone and people talk about exogenous versus endogenous testosterone.  And then finally, you can say no, I've never heard of this term and I'm just, like, being honest.  So, Heidi, if you could switch over to the poll.

Heidi:  Yeah.  I have the poll open.  Responses are coming in, and give everyone just a...

Dr. Todd Wagner:  Great!

Heidi:  ...couple more moments, and we will go through the results here.

Dr. Todd Wagner:  And just to stress there's no right or wrong.  It just helps us sort of gauge the level of expertise in this field and the terms.

Heidi:  Ok, we're seeing that 12% of the audience saying yes, I use the term often when talking with friends and family; 61% saying yes, I have heard others use the term related to methods; 15% yes, I have heard the term related to medicine or endocrinology; and 13% no, and I like being honest.

Dr. Todd Wagner:  Thank you for, yeah, so I tend to worry that if I put up there no, that people don't want to admit that they don't know something, but I really appreciate people being honest with that.  

So endogeneity is a term that we typically use in economics to talk about this problem that the variable on your right-hand side of your equation is endogenous with your error term, it's correlated with your error term.  So it's, and think of it this way, it's not attributable to an external factor.  The flipping of a coin is the perfect external factor.  That was determined by the researcher flipping the coin.  But much more common with observational data is you've got this key independent variable that you're interested in, and that's not determined by a researcher.  It's determined by something else.  

So, for example, you might be interested in cancer.  And you might be saying well, does smoking cause cancer.  Now we all know the answer to this, but the question might be if you put this equation into statistical analysis, you have an implicit assumption between smoking and your error term.  People choose to smoke.  They choose to smoke for a number of reasons.  It might be because their friends smoke, their parents smoke.  It could be where they live.  It could be the price of cigarettes.  Maybe it's the perception of Joe Camel when they were growing up.  So in this case, smoking is correlated with what we'd say income, education, parental exposure.  Now we can do our best to control for those variables, but implicitly it's hard to imagine that we could control for all of the possible variables that would address that endogeneity.  And then if we're not controlling for any of these variables, we end up with this endogeneity problem with the expectation of smoking on the, and the relationship between that and the error term is not equal to zero, and that causes the bias.

So here's where the term comes up and here's where your people say it's endogenous.  So smoking is endogenous.  It's determined from within.  And it's the same thing if you went back in the papers yesterday, I think it was JAMA if I'm not mistaken, was talking about testosterone.  And if you're interested in this question of endogeneity and testosterone, all men produce testosterone.  It's very different when you think about their endogenous levels of producing testosterone versus giving men exogenous testosterone through a patch, a gel patch.  So those result in very different things, and what you might see by analyze [inaudible 14:32] natural ability to produce testosterone is very different from what you might see if you give somebody testosterone.  

So here's a structure that I want to present with you, which is sorting without randomization.  So we have patient characteristics that affect patient sorting.  So if you like the idea of the testosterone, or if we want to stick with the cancer, you can think about these things that would affect people's sorting into your treatment group or your comparison group.  This could be your testosterone group or this could be your smoking group.  And then you have, perhaps, provider characteristics and the outcome.  And I stole this.  I should be careful.  I stole this from Matt Maciejewski and Steve Pizer who gave that talk a number of years ago now, but I liked this setup.  

If everything is fully observed and correctly specified and you control for it all, so you're controlling for the entire sorting process, the results aren't biased and you actually get to say something about causality.  But as I put in red there, that never really happens.  So you can trick yourself into believing that that is a good thing, but it never really happens.  Typically you have something that is correlated here.  In this diagram we show some unobserved characteristics.  Perhaps there's teamwork or provider communication or patient education that is associated with the, you know, with the outcome.  Now if you have different datasets and you might be very interested in understanding data over time, you might say well, if I have unobserved factors that affect the outcome but are not affecting the sorting, the treatment effect is definitely biased.  But perhaps there's some ways around that, maybe using fixed effects.  And I'm not going to go into a lot on fixed effects.  Jo Jacobs is going to give a separate seminar later this month or in early March, I believe, on what fixed effects and random effects are.  So if you're interested in this idea of maybe we have repeat observations on certain units and we can use a fixed effect control for that unit, that's what a fixed effect would be.  But typically you're interested in this more complex arrangement which is that these unobserved characteristics are not only correlated with the outcome, but they're also correlated with the sorting.  

And here is the classic situation that we have with observational data.  And here we say that there's unobserved factors that affect the outcome of the sorting, the treatment effect is biased and we can't identify the sort of causal relationships and the causality here.  Now just to back up a second, you can throw as many control variables as you wanted and that enhances your ability, but it still doesn't get you around that you're probably going to have some unobserved characteristics.  I will note that there are different interpretations of this depending on the field that you come from.  So if you're in economics and trained in economics, people will say if you suspect that it's endogenous, treat it as such and assume that it is endogenous.  Other people are more comfortable with other assumptions about testing that, but generally speaking, and I come from the training and economics where it's a fear that it's endogenous to treat it as such.

So propensity score.  Let me define what the propensity score is, and then we'll move into that.  So the propensity score uses all of the observed information that you can use, and this can be very multidimensional, to calculate a single variable which we'll call the score.  The score is really the predicted propensity to get sorted.  So what we're focusing on here is observational data, looking at how people are sorting, and so we're going to identify the propensity to get treatment.  And that can be propensity to get testosterone.  That could be the propensity to smoke.  And so you're going to have this expected treatment effect that we talked about before, and now what we're interested in is the propensity that you get sorted into group A given all of the characteristics that we observe, which is Xi.  So the probability of Y equals A conditional on Xi if you walk through the math there.

I wanted you actually, if you're not familiar with the formulas, I really want you to walk away from this thinking propensity scores is really another way to correct for the observable characteristics.  I would feel remiss if you left the Cyberseminar saying that propensity scores is going to get me a perfect way to identify causality.  It's really just another way to correct for observable characteristics.  What it's not, it does not, it is not a way to adjust for the unobserved characteristics.  There's actually very few ways to do that.  Now I will say one way to do that is to make an assumption.  I think you have to make a huge assumption in doing that.  

So an assumption called Strong Ignorability.  So you could say the propensity score is just like any other multivariate analysis.  It says something about causation if you are willing to ignore all of this stuff that you didn't measure.  So I tend to feel that that is too strong an assumption to have any comfort in making that.  People would suggest that this is similar to assumptions about what's missing is missing at random and that you were observing everything of interest.

Just to note on, so back up a slide.  Even if you were to get into the field of smoking cessation, most of our behavioral models with all of our observed information only capture a small percentage of the variants.  So you have a hard time understanding why these things in sort of life happen.  And so I still have a hard time believing that you can make this Strong Ignorability assumption.  

Now that aside, it's very easy to create a propensity score.  And there are some [inaudible 20:40] to it, so let me.  Sorry, Paul.  Go ahead.

Dr. Paul Barnett:  Just going to observe.  You say we, it's hard to do, but we often do, that we say that we can ignore the unobservables, right?  I mean we almost always do.

Dr. Todd Wagner:  I did.  But it's often why we say, tell people that causation doesn't, or correlation does not mean causation.

Dr. Paul Barnett:  Right.

Dr. Todd Wagner:  And so I think one of the, depending on where you were trained and how you were trained, a lot of people are really striving to get to causation.  And so the question then becomes is how do you analyze correlational data to say more about it than just it's a correlation.  But fair enough.  Thank you, Paul.  

And like I said, creating the propensity score is actually quite simple.  And there are some benefits to doing so, and so I just wanted to start walking you through how you're going to create a propensity score.  So let's imagine that you have data and you observe treatments.  One group receives it and another group doesn't.  This could be, think treatment broadly.  So this could be they smoke or they don't smoke.  They receive testosterone, they don't receive testosterone.  But you observe that.  You can then use a multivariate logistic regression to estimate the probability that a person receives treatment.  So you can have this logistic regression and you're going to use a whole set of variables, and I'll walk you through which variables to use in a second, to create this model about treatment.  Again, this is sort of our sorting, if you will, if you go back to those slides on sorting.  You're then going to use your statistical software to create the predicted probability from the statistical model, and that is your propensity score.  So it's actually quite simple in Stata this is, you know, there's automated ways of doing it, but in some sense if you're doing this by hand it's a two-step method.

So variables to include.  You want to include variables that are related to your observed outcome.  So here is your outcome, Y.  What you're interested in, and this is, I just want to walk you sort of through this.  There's an exposure that is interested, affects outcome Y.  So let's just say it's smoking.  Your exposure to smoke affects your outcome Y.  What you're interested in is including, and I've put it in green here, suggesting that though use these are variables that are correlated with both the exposure and the outcome.  You also can use variables that are correlated just with the outcome.  But you should stay away from variables that are just predicting exposure, and the only way that they affect your outcome would be through your exposure.  Now it turns out that X3, these types of variables are actually pretty hard to find.  

So most variables that you're going to find are the X1 variable that are correlated with exposure and outcome, and I typically get asked questions about well, can you give me an examples of what X3 are.  And so what might be X3 are what we're going to talk about as being instrumental variables.  So these would be things that, for example, taxation rates on cigarette smoking.  Now you can imagine taxation rates and cigarette smoking would affect people's proclivity to smoke, but the taxation rate itself wouldn't necessarily affect your outcome of cancer.  Now the reason to exclude these is that they blow up your error estimates when you're doing propensity scores.  But luckily if you have these X3 variables, you should be using a different method which is instrumental variables regression, and we have a class later in the semester talking about that.  But generally speaking, what your, most variables that you're going to find, that you're going to run into are the X1's and the X2's that are correlated with your outcome, and those would be the ones you're going to be interested in.

Now if you're interested in, perhaps you're an epidemiologist.  This Brookhart paper that I cite at the bottom, walks you through which variables to include and why the X3's are bad variables to include.

And like I said, we're trying to exclude these variables that are purely related to the exposure.  They increase our variances.  Brookhart talks about, without decreasing bias.  And then Brookhart also notes this is particularly important if you have small observational studies, and the rule of thumb that they give is less than 500 observations.  So it's less important for higher or larger studies, but more important for smaller studies.

I just want to walk you through an example of how to calculate a propensity score using a study that colleagues and I did.  We have actually data from a study on cardiac bypass, and one of the questions that kept coming up is do patients who are operated on by the resident have worse outcomes than when the surgery is done by the attending.  Now this is, if you're interested in surgery, it's a very common question.  Right?  You need to get surgery done.  Who's the best surgeon to do this procedure on you?  Perhaps the trainee is not the best person to do it on you, but we need to have a system where we're continually training people.  So it's one of those interesting questions. 

So we had a dataset that tracked the primary surgeon for heart bypass.  Now heart bypass is when you split open someone's chest and you take veins or arteries from elsewhere in the body to bypass blockages that are in the heart so that the blood flows to the heart to perfuse the heart.  This is a relatively tricky procedure.  It's, you know, typically it's a seven- to 10-day inpatient stay.  It's all done inpatient.  And so this is not something you take lightly.  There's an entire specialty field of cardiothoracic surgery that handles this.  And so the question is does the cardiothoracic resident do a worse job than the attending?

So keep in mind that understanding sorting and balance, this idea of sorting who does the surgery, it's multidimensional.  And the propensity score provides a very simple way of reducing the dimensionality of understanding the similarity of the treatment groups and can adjust for the covariants here.  So in this case we're talking about the surgical outcomes.  Are they worse when your surgeon is a resident?  We understand that the resident assignment may depend on a whole bunch of things, so when the clinicians enter the surgical suite, there's the questions that they go through about who's going to do the procedure.  And they might look up and say well, let's think about this patient, the patient risk.  You might have all sorts of information on the patient risk, so you can observe that.  Maybe it's the availability of the resident.  Sometimes the resident is not there.  Sometimes you're at a hospital where there is no resident.  Maybe it's the resident's skill, the year of training of the resident, and perhaps there's just a local culture about how this happens that you may or may not observe.

So in this study, what I'm going to walk you through is this is the logistic regression.  And you'll see the first row here is age, the odds ratio for age being assigned.  This is the patient age being assigned to the resident is not significant and is a perfect one there.  And you'll note that I have a red arrow that says age and, for example, number of grafts is not associated with the resident assignments.  But you'll also note that there are some things that we observe, and I made some blue arrows here that are associated with whether the resident is doing it or not.  For example, you have this variable called Canadian Functional Class, which is the angina symptoms that the patient is experiencing.  So these are typically, the more severe the angina, the less, the more likely that it's going to be, sorry.  The more severe the angina, the more likely it's going to be that the resident is not doing the case, that it's the attending.  And then you have the endovascular harvesting, also the same issue is that this is a tricky procedure to take the vein out of the leg endovascularly, so with minimally invasive techniques, and we find that the residents are less likely to do that technique.  

Now what you're going to end up doing when you create this multivariate regression and the predicted probability is there's, you're, there's a graphical technique that I'm going to show you.  And it's going to tell us something about the shared or common support.  And this is a concept that measures the overlap and the sorting that you see in these people.  And then conditional on the covariates, what you're hoping to see is that there's overlap, that that there's patients who could have been assigned to either treatment, that they look very similar on observed characteristics.  If there's poor common support, it suggests that we don't understand why the sorting happens, and perhaps there's not a good way to use the observational data to make this comparison.

So this is a common diagram.  So this is, well, let me just walk you through this diagram if you're not familiar with the kernel density diagram.  So on the X axis is your predicted probability of being in treatment group, resident or attending.  So the blue line is your probability of being in the resident group, and the red line is your probability of being in the attending group.  On your Y axis is the density of this.  So you could make histograms if you're familiar with histograms.  This is a little bit smoother way of presenting histograms.  Imagine a snowflake, so each person's data point could be plotted here, and if you give each person a snowflake and let that snowflake fall, and depending on the size of that snowflake, you end up with these clumps, and that's exactly what this is doing.  You'll hear people talk about kernel densities as being nonparametric.  I typically talk about them as being semi-parametric because you have to define the shape and the sort of width of that snowflake.  But this is a very useful way to sort of just graph this.

Now you'll see where I've highlighted in red where it says any common support.  So you'll see that there are people here who do not appear to have any corresponding alternative, and so we have some people who are operated on by attendings who don't look like anything that was in the resident group.  Perhaps those are the extremely severe cases.  We've done, actually, a separate study and we found that it does appear that there are some very sick cases that almost always the resident does not do.  The attending does those.  And likewise, you see some cases that were handled almost entirely by the resident, and perhaps those are, you know, younger, healthier, fewer grafting done, although the grafts were not significant in this case.  Now the question, what I like to think about graphing it this way is it gives me some sort of sense on multivariate analyses and is there, do I have some sense on whether there's enough shared support to make statements about the cause, the correlation here between the two treatment types.

So the next is a poll.  So I want you to, you'll have to look at these three graphs, and I'm going to ask about A, B, and C in the next poll.  So what I'm asking you is if you were to envision the shared support between A, B, and C, they all differ in their level of shared support where A it's, there's less shared support, and hopefully you can sort of figure that out if you're a math type, that pink zone from before.  B there's sort of, it's sort of in between A and C.  Then C it's pretty good or there's more.  I'm going to ask you are you concerned about any of these graphs and perhaps the results coming out of the analysis from these populations.

So do the distributions concern you?  A, B, or C.  You could say all of them or none of them.  So quickly flash back.  Here's your A, B, and C.  And then, Heidi, if you can pull up the poll.  Alright.  The poll is open.  Although you might be muted, Heidi.  I don't hear you.

Heidi:  Sorry!  I can't get my audio connected in GoToWebinar, so I'm having to do the muting on my phone.  My phone keeps reinstating itself, so I've got to unlock it each time to unmute myself.  Alright.  The poll is open.  Responses are coming in.  I'm going to give everyone just a few more seconds.  Then we will close it out and we'll share the results here.  Alright.  Looks like we've slowed down.  I'm going to close it out.  And what we are seeing is 45% of the audience saying A, 10% saying B, 32% saying C, 11% all of them, and 3% none of them.  Thank you, everyone!

Dr. Todd Wagner:  Great!  Thank you so much for taking that poll.  So you're clearly going to be answered, you're curious about the normative answer to that.  Is there a right or a wrong?  It's one of those interesting things that A gives me serious concerns, but you as the analyst have to make that determination to where you're comfortable, and I can't make that determination for you.

So here's a question, though, that I think will help you get to that answer.  Imagine that you did this propensity score with a randomized clinical trial, so here you see the sorting, you know exactly why they sorted.  It was a random flip, but you can model that.  Right?  So you can take all your observed variables that you think are correlated with outcomes, you can predict the probability, you can graph it out, and what do you think, what happened?  Well, here is the actual treatments that I did for my clinical trial.  You end up with almost perfectly matching shared support.  Now it's not, the two curves aren't identical.  They're not normally distributed.  We're not necessarily expecting anywhere of that, but it gives you an idea that there's very good common shared support because it was determined by a flip of the coin versus people sorting.  

So now if you go back and you compare these three scores, you may say well, see, that's the randomized trial that I just showed you.  B, it's not bad.  You know, the density suggests that there's actually overlap for a lot of people.  But A does suggest that there's probably, the minority of the people are overlapping.  And Matt Maciejewski, who is at the Durham VA and Duke, a number of years ago published a paper where he really struggled to get any overlap, I think it was on bariatric surgery patients, raising questions about whether you could even make observational analyses hold true given the poor overlap.

Right.  So there's, and generally speaking there's growing evidence in economics that propensity scores provide some advantages when there's considerable shared support.  Of course, you're probably all wondering how much shared support.  And again, that becomes a little bit of you as an investigator what you're sort of willing to go with, but generally speaking, the more shared support the better.  One of the nice things about this technique is you can actually graphically depict it.  If you were just to use ordinary least squares, multivariate regression, you couldn't depict that.

Dr. Paul Barnett:  Todd, we had a question...

Dr. Todd Wagner:  Heidi.  Sure.

Dr. Paul Barnett:  ...which was can you clarify how to determine the shared component in the graphs?

Dr. Todd Wagner:  Ahh.

Dr. Paul Barnett:  It may be, you know, you said kernel density, but am I right in saying the X is the probability of what, in the, say, on this one is of being an attending?

Dr. Todd Wagner:  Yeah, this is the predicted probability of getting your surgery by an attending surgeon.

Dr. Paul Barnett:  And why initially, how many people had that probability, right?

Dr. Todd Wagner:  That's correct.

Dr. Paul Barnett:  And so the probability here is they're not very similar, these two groups.  The people...

Dr. Todd Wagner:  The density, yes, the density is different, but they overlap considerably.  So if you trace the Y down, and I just took PowerPoints and made some dotted lines here to the extreme.  So where the blue line ends and where the red line ends, and said was there any common support.  And you can see that there are some cases that are outside that common support.  Now you might also be interested in saying well, what about where the density is highest.  So now if you can, move up a slide or two.  Oops, sorry.  Going the wrong way.  And look at slide B, you might say well, B could give you concern because the density, particularly for the red line on B, seems to be you're missing a fair number of people that are not sharing any support with the blue line.  There is no rule of thumb that tells you, or no statistic that tell you you've got a winner, that you've got enough shared support to be okay.  You have to, for yourself, and graphically, I think everybody is comfortable with saying that C is in the right realm.  I think you're going to find mixed reactions with B.  I think most people would be concerned about A.  Is that helpful?

Dr. Paul Barnett:  Right.  Yes.  And I think while it's true there's no hard rule of thumb about how much overlap is enough, some people say after you do your propensity adjustment if you then compare the groups, as long as the standardized difference is less than 10%, then you've done a good job of adjustment.  And so there is a kind of a rule of thumb, that rule of thumb.

Dr. Todd Wagner:  That is true.  Yes, there is a standardized difference that you can come out of it with.  And I think what you're going to end up with is different people in different disciplines are struggling to know what to do with the people outside of the shared support, and we'll get to that in a minute because it depends on how you use the propensity score.  So we did that, did that.  

So using a propensity score.  So you've, hopefully at this point you've gone through with your data in your head.  You've figured out that you're going to use this multivariate regression, the logistic model to predict your propensity score.  You're then going to have the predicted probability of treatment A or B and that's your propensity score.  Now how do you use it?  There are a number of different ways to use it.  One is you can go through your data and you could say hey, I'm interested in comparing people who are in one group who have a very similar propensity to those in another group.  And this is, you could think of as a very matched analysis.  So there's different ways of doing that matching and this data, for example, gives you a number of different tools.  You might, for example, say I'm interested in patients who have a predicted probability between point nine and point one or point nine and one, and then I'll randomly choose the treatment and control patients out of that group.  

You might, for example, be interested in sub-group analysis and say well, I'm interested in focusing on people who have a propensity score that's below .5 or, you know, above .5.  You can think of different types of sub-group analyses that you could get.  That's a stratified analysis.  People have often used it as another covariate in your regression model.  You could think about just using the propensity score in the regression model or people, what people do is they typically break it into, like, quintiles of propensity score, allows for some non-linearities in the propensity score.  And I'll get to in a second sort of the pros and cons of each of these.

You might say well, the propensity score is really interesting.  Maybe we should use it to weight the regression and place more weight on similar cases.  This is, you know, you heard the term inverse probability weight.  So that's another way of using the propensity score.  Perhaps you also could think about using some of these methods together such as three and four, and you end up with this method called doubly robust.  So there's a number of different ways to use the propensity score.  And here is where the field, I think, is taking off.  And so every year when we give this lecture, I'm amazed at how much is published, not only on the application of propensity scores, but also sort of on the methods and the background on what's the best method to use.  

There seems to be little advantage to using propensity score over other multivariate analyses in most cases.  I will say that the propensity score provides flexibility in the functional form.  So what I would encourage you not to do is just run your propensity score and then include it as a covariate in your model.  That doesn't seem to gain you anything.

The propensity score in this case might be very advantageous if you've got a very, very small dataset.  And so if you have, you know, let's say, 20 observations and you wanted to include 21 covariates, you can't do that because you can't invert the matrix.  That's a common problem, but perhaps you could create that with a propensity score in some way.  You could think about reducing the number of covariates you have and predicted and then using that propensity score in your model.  You'll still have problems with your sample size and so forth, but it helps avoid some of those issues.

The matched analysis, I will say is taking off in economics.  And the idea here is to select controls that resemble the treatment group in all observed dimensions except for the treatments, and then you can exclude the cases and controls that don't match.  So these would be the people who don't share any common support.  And where I'm seeing the economics literature heading is to suggest that this has some potential advantages, and I'll give you some reading on that later that says that this might be an advantageous approach.  And there are different matching methods itself.

One common matching method is this idea of nearest neighbor.  So if you were to imagine ranking all of your cases and controls in the propensity score, you can imagine saying we've got this case with a predicted probability of .6927 and we see cases and we're going to choose the case that has the closest propensity score, being nearest neighbor.

I talked a little bit about the caliper.  You might say well, I'm interested in choosing cases and controls in a certain band and then randomly choosing your cases and your controls.  The choice of the matching estimator does seem to be important, although the field doesn't suggest necessarily that one method is the best yet.  I will say, like I said before, is that I think the economics literature continues to move at the matching methods.  There's some advantages of using this over, for example, the inverse probability weights.

So in the recent areas of research, and I'll point you to some literature if this area interests you, there's an article by Busso in review of economics and statistics that gives information on the sort of finite sample properties of the propensity score with re-weighting and matching estimators.  It's interesting, so that's, if that's where economics is going, I had statistics, if I can put my finger on the pulse of the biostats, is heading in a very different direction.  One area that they seem to be very interested in is very, very large datasets.  So imagine in the world of VA data, imagine you have this observational information that you had, imagine that in sort of your biggest dreams you also had genomic data that you had here.  And so the question then becomes what about these very high dimensional propensity scores.  Maybe you can make your cases and controls look observable or look equivalent on observable information that includes not only things about where they got care, their demographics, but also genetics or perhaps other things that would affect their outcomes.  So there's, you know, that field is sort of moving into this high-dimensionality with the big data.  It's a very different question than what I see this happening in economics.  Maybe because economics, in most cases, doesn't have the size of the data that we have in health care.  

So I think it's challenging to stay afield and abreast in this field because you have to be sort of focused on both literatures, and I'm sure there's other literatures that I'm missing.

So limitations.  Let me walk you through, so we've got about 10 minutes left, and I want to make sure there's a few minutes...

Dr. Paul Barnett:  Todd, there's one question that has been asked maybe 10 times so far, which is...

Dr. Todd Wagner:  Sure.

Dr. Paul Barnett:  ...what's the advantage of propensity score compared to just case mix adjustment?

Dr. Todd Wagner:  So I think one advantage is, that I'll get to, and I have some slides in a second if I get to them, is that you can observe the overlap.  So I think that there is some advantages to the overlap and it gives you a better sense than, perhaps, controlling for observables and might be purely possible through the multivariate.  I'll maybe defer a little bit until I walk you through some of the limitations.  It's not, there's no panacea.  There's no way to turn a pig's ear, if you will, into a silk purse.  There are challenges when you're using observational data and all of these methods.  Did you want to add anything, Paul?  You're quiet, so either you're...

Dr. Paul Barnett:  Yeah, sorry.  I double muted myself.  I think the answer, I mean the reason why people use the propensity scores instead of just using case mix adjustment is because they're trying to, it can be re-weight the observations or, but somehow get rid of or reduce the selection bias.  The idea is that the people who are unlikely to have, you know, people who don't have the typical characteristics of the treatment group but get the treatment anyway, their observations are being regarded as more important, at least in the re-weighting approach.  So that the idea is you're reducing selection bias.  Right?  By using the propensity...

Dr. Todd Wagner:  That's the goal.  I think the reason that people...

Dr. Paul Barnett:  Yes.

Dr. Todd Wagner:  I was going to say the other advantage to this is that I think journals are requiring if not requesting this.  And so it's very in vogue right now.  So it benefits you to understand it.  But it perhaps, I would suggest that it's never as simple as it first appears.  So let me just walk you through the limitations because I think some of these limitations, and there's particularly one paper I want to point you out, to suggest that we could actually be making the situation worse here.  

So do the unobservables matter?  So propensity scores really only focus on the observed characteristics, not on the unobservables.  Like I said before, it's very improbable that we're fully observing the sorting.  I'm sure we're omitting things.  If you go back to the smoking and the cancer, we don't fully understand why people smoke to this day.  And it happens for a whole host of reasons that could completely bias our analysis between smoking and cancer.  Now I've taken smoking and cancer, but perhaps you're interested in testosterone and bone density or testosterone and cardiovascular risk, something that seems much more unsolved in the medical literature.  So in that case, if you're very concerned about the unobserved, you've got to think of other ways of handling it.  So here's my, you know, shout out to future seminars that we're going to get on instrumental variables and fixed effects, things that this alone is not going to be able to solve your unobserved without making that huge assumption that we talked about earlier.

So here's the question, and this is the Brooks and Ohsfeldt paper.  Does using propensity scores make the situation worse?  The key here is that the propensity score is based on observables, and what Brooks and Ohsfeldt did is they created data, and then they said well, if we suggest that some of these data are observed and some of these data are unobserved, are we always making the situation better when we control for the observables or are there are some times when we make it worse.  And they have, they should have won some sort of award for, like, the best title of the year award.  So you immediately understand the analysis or what you're going to read when you read the title, which is Squeezing the Balloon.  Everybody's squeezed the balloon.  You're compressing what is observable, and where does the error go?  You can't just compress air with your hand.  It goes elsewhere.  And so they make some suggestions that we could be making our relationships here much more complicated and worse when we use propensity scores.  So there's no panacea.  It's worth reading over that.  

So just to quickly highlight, and then we can get to this and other questions, it's really just another way to adjust for some confounding by observables.  I think that there is some benefit to doing it.  You really do get to see the shared support or the common support.  You get to understand a little bit about perhaps using sensitivity analysis.  Does it make a difference?  The other thing that happens is when you have a very large multivariate regression is that it's multidimensional and it's very hard to understand sort of the balance in your cases and controls.  And this reduces that multidimensionality and makes it a little bit easier I understand.  

There are many ways to implement the propensity scores.  I would say that at least in economics there's a growing interest in matching estimators.  Over the past 10 years, there was a lot of interest in the inverse probability weights.  I've seen that drop considerably in the past three years.  This seems, at least in economics, the field has moved away from inverse probability weights and moved on to matching estimators, and there's some papers for that and then I'll give some citations later.

The strengths, if you're using propensity scores, it allows one to check the balance between the control and the treatment on the observables.  And if you don't have balance, the average treatment effects can be very sensitive to the choice of your estimators.  I should note there's a great series by Guido and Jeff and NBER where they have a summer series from 2007, and this just happens to be one of their lectures, and that's publicly available on the NBER website.  And those are great.  They tend to be math intensive, but they are just great articles.

I will say that in this [inaudible 52:26] I think this goes back to your question, Paul, about I think people expect too much from propensity scores, and they're often misunderstood.  I don't think there's enough attention placed on the propensity score model itself.  What I hear from colleagues is often well, let's just use a propensity score control for that and publish it.  I think it takes a fair amount of time to walk through to figure out what is this propensity score that we're calculating.  And if you went back to that Brookhart article where we talked about should you have included variables that were the X3 variables, if you remember that red box variables.  You don't want those in your model.  So it takes a little bit of finesse to go through your models to make sure you feel like you've got a good propensity score model.  And there's some characteristics that Paul talked about you can look at, things about the standardized difference between your model and some tables that come out with that.  I think you have to put a lot of attention on these propensity score models, and I feel like people give it short shrift.

You can then to robustness checks and so forth to make sure that you're in the right ballpark.  And while propensity scores can help create a balance on observables, I still want to reiterate there's just no way to control for the unobserved.  And controlling for more observables isn't necessarily any better than controlling for fewer when you're worried about the unobserved, if that makes sense.  Hopefully that makes sense.  The unobserved are still unobserved.  

There's a lot of reading here.  And it doesn't take long to go into Google Scholar and type in propensity scores.  Not only will you see the Rosenbaum and Rubin article in Biometrika, which is one of the ones that sort of kicks this off, but you'll see a whole set of articles here.  If you're in VA, you'll see stuff by Melissa Garrido.  She is in the East Coast.  John Brooks and Oshfeldt were at Iowa City when they did that paper.  So there's just a whole set of very robust reading here.  And it's quite easy to actually get quite lost.

Dr. Paul Barnett:  I would just say that, Todd, there's a couple papers by Peter Austin [inaudible 54:38]...

Dr. Todd Wagner:  Ok.

Dr. Paul Barnett:  ... Texas, which are great introductions.

Dr. Todd Wagner:  Thank you, Paul.  Yeah, I kept adding papers here, and then I realized at some point I had to cut, but I could easily add those.  So thank you.  Yeah...

Dr. Paul Barnett:  There's one called An Introduction to Propensity Score, and etc.  There's a couple of them that he's written.

Dr. Todd Wagner:  And I find, and I apologize.  I tend to, because my training is more in health economics, I tend to look at these papers and have an easier time when they present them through that lens, so I've tended to do that and reflect that here.  But if you come at this from a biostatistical lens and you're more interested or use that jargon and those terms, there might be papers that I'm missing here.  So I apologize, for example, with the Austin papers are more through that.

So thank you for hanging out.  At this point questions, so there's a number of ways to get in questions.  First off, feel free to type in your questions into the chat and we can try to answer a few of them here.  You can always send questions to HERC@VA.gov.  We man a help desk here at HERC, and we provide help to VA researchers interested in doing analysis with observational data.  If you wanted to follow us to understand more about our future classes, I've talked about one of them, which is difference-in-differences, and Christine is going to be talking about that.  I've also mentioned that instrumental variables class in the future and the fixed effect.  Probably the easiest way to keep track of us is through Twitter, but there are other ways, too.  We have, if you write to HERC at VA, you can get on our mailing list and we'll keep you apprised of all that.  Our website also has all that information.

Dr. Paul Barnett:  Question.  Here's a question.  If you included a propensity score as a covariate, or even if you re-weight your observations, how do you interpret the coefficients of that regression?  So I think the answer, one answer is you don't want to use a propensity score as a covariate.  But if you re-weight it, then you're saying that the parameter for exposure is causal, but we have to say so with the limitation that it's not really a clinical trial, but it's, we're trying to adjust it for selection bias.  Is that a reasonable answer?

Dr. Todd Wagner:  Maybe it just reflects professional disagreement.  I think the field is, I would still say that it reflects on association and it never gets you to causality.  And so you still might say that you might see one treatment group is still associated with a higher risk or a higher odds or a greater number of outcomes than the other treatment group.  I'm still uncomfortable, even with propensity scores, even with great propensity scores, saying anything causal.  

Dr. Paul Barnett:  Then there was a question.  Sorry, here we go.  The question what about matching, using one-to-one matching versus one to many.  What would be the, why would you choose between those?

Dr. Todd Wagner:  And the field doesn't seem to have an answer there.  So what the person is asking about is that you could, for example, do a five-to-one match.  You might say well, we have a case here and because we recognize there's millions of potential controls, we'll take five controls and match them to one.  And I've seen epidemiologists use that.  Perhaps, I don't know the literature on matching well enough to recommend a five-to-one or a 10-to-one.  But there...

Dr. Paul Barnett:  I think the answer to that is if you go two or three is better that just having one.  Two or three controls is better than having one.  But by the time you get up to four or five, there's very limited advantage to adding any more beyond that because you just don't gain much power.  Power is determined by the smaller group.

Dr. Todd Wagner:  Yeah, and again, you're still not controlling for the unobserved.  So I don't want to suggest that just by adding more controls you're somehow getting around this question of unobservables which still predominates the answer or concern.

Dr. Paul Barnett:  And do you recommend multiple interaction terms and transformations of the covariates in order to create the propensity score?

Dr. Todd Wagner:  So I do as a matter of getting to know the data and the data generating process.  I think it's really valuable to spend time to go through and figure out what's the best model that your logistic regression model is creating here and understand that the data that are coming out of that are the particular variables that have a huge amount of leverage.  Do we believe they're correlated with the outcome or are they only correlated with the exposure?  So I think that you can imagine a number of ways to do it, and that's where the big data is headed because you can imagine you could put in random forests.  There's lots of regression techniques.  There are whole set of sort of data modeling techniques with big data that allow you to identify those interaction terms, if you will.

Dr. Paul Barnett:  Yeah.  I think one answer to that is use as much, try to get the best possible predicted fit in terms of the probability.  Look at the C statistic.  We don't really care about the parameters that are in that propensity regression.  We just care about the best fit.  And so people tend to add lots of terms into...  

Dr. Todd Wagner:  That's right.

Dr. Paul Barnett:  ...that propensity regression to get the best possible fit.

Dr. Todd Wagner:  That's right.  And thank you for covering that, Paul.  And when we deal with logistic regression, keep in mind that there's always questions of model fit and they tend not to fit well.  If you were to break the predicted probability into deciles, they tend not to fit well at the first decile and the last decile.  And so you might, for example, be very interested in, and that becomes like a [inaudible 1:00:48] test and sort of understanding how does the different specifications in your propensity score affect your fit across the deciles.

Dr. Paul Barnett:  Yes.  And so do you favor throwing everything, someone wrote do you support the idea of throwing everything including the kitchen sink into your propensity score or being selective?

Dr. Todd Wagner:  I guess I have to be agnostic.  I want you to be smart and do it carefully.  I suspect you'll eventually end up throwing the kitchen sink in, but I wouldn't recommend anybody just throw the kitchen sink in without confirming and doing some additional validation of that.

Dr. Paul Barnett:  Right.

Dr. Todd Wagner:  Would you add anything, Paul, to that?

Dr. Paul Barnett:  Well, I think you're model is saying you don't want to use the X3 variables.

Dr. Todd Wagner:  Yes.

Dr. Paul Barnett:  So those, but short of that, I think everything that's reasonable should be included.

Dr. Todd Wagner:  I know we're over the time limit.  Is there one more we can answer, and then we'll have to get back to people, I think.

Dr. Paul Barnett:  Yeah, I think you've addressed most of them here.  Let's see.  Someone would like a worked example, and I would recommend the Austin, those papers by Austin, and if you write to HERC, we'll send you the cites to those for a worked example.

Dr. Todd Wagner:  Well, thank you, Paul.  This was so helpful to have you with the questions and answers because there's no way for me to keep up with all that.  So thank you, and thank you to...

Dr. Paul Barnett:  Yeah.  People have had a lot of great questions.  I guess the real, the last, the real important question is just that one, you know, does it matter, is it useful.  And I think you've addressed that.  But I...

Dr. Todd Wagner:  With trepidation, hopefully yes.

Dr. Paul Barnett:  Yeah.  And I think the answer is that if you've got an observational study where there's, even though you've adjusted for case mix, it's probably good to say you've looked at this.

Dr. Todd Wagner:  Yes.  And I guess it depends a little on my, use the last saying here, as a prerogative of the presenter.  It depends on your goal.  If your goal is to publish it, you're almost guaranteed to have to do it for most top journals these days.  But if your goal is to understand causation, I think you have to think about other ways to understand the causation.  I don't necessarily think this will get you there.  

So with that, thank you so much for coming to today's Cyberseminar from HERC.  Like I said, March 1st is our next class, which is looking at natural experiments and difference-in-differences estimator, and Christine will be presenting on that.  That is also a very hot topic these days, so hopefully you'll show up for that.  And then Heidi, I'll turn it back to you.

Moderator:  Fantastic!  For Christine's session next week, I did just send registration information out earlier today.  Please double check your email.  I know most of you are already registered for this session, but just in case you're not, double check your email and that link should be in your email.  I'm going to close this session out in just a moment here.  When I do, you will be prompted with a feedback form.  Please take a few moments to fill that out.  We really do appreciate all of your feedback.  Thank you, Todd.  Thank you, Paul.  We appreciate the time that you put into this session.  And I want to thank the audience for joining us, and we hope to see you at a future HSR&D Cyberseminar. 

[ END OF AUDIO ]

