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Wei Yu: This is Wei Yu, I’m a health economist at the VA Health Economics Resource Center, HERC. Let me introduce today’s presenter. It’s Paul Barnett. Paul is a health economist at HERC and the VA HSR&D Center in Menlo Park, California. I should let people know that Paul is also the founding director of HERC. And he just retired from that position last year. Paul is a Principal Investigator of a study of why primary care providers order MRI scans for uncomplicated low back pain, and how these orders affect patients outcomes and costs. He is also studying use of medications for smoking cessation services, and the VA’s choice to make or buy cardiac services. Paul received his training at his graduate training in economics at the University of California, Berkley. Now I think Paul today will give the presentation. Paul, it’s yours.
Dr. Paul Barnett: Thank you, Wei. Thanks, Rob. So we’re going to talk today about one of the last sessions at our econometrics seminar about cost as a dependent variable. This is the second part. Two weeks ago we had the first part of the session. And I thought we’d open today’s seminar by asking the students a question about their prior use of costing, whether you’ve not done it yet, or whether you have used any of these methods. And if you’ve used more that one method, then you can answer the poll with as many of the methods that you’ve used. So Rob, if you’d run the poll for us, that would be great. 
Rob: Yes, sir. The poll is open and people are responding. While they’re doing that, I will go ahead and read some of the answers. None yet, rank test, ordinary least squares regression with raw cost, OLS with long transfer cost, and GLM model. We have nearly 75% voted and things have slowed down, so I’m going to close the polls. And I’ll share the results. 
And Paul, 50% answered none yet to your question; 15% answered rank test, non-parametric method; 24% ordinary least squares regression with raw cost; 30% OLS with long transformed cost; and 15% GLM model, gamma regression. Back to you.
Dr. Paul Barnett: Great. Well that’s very interesting, very helpful. And I think we’ll hopefully get you to think about different methods by the end of today’s talk. So, as I mentioned last time, health care costs are a difficult variable to analyze, because they’re skewed by rare but extremely high-cost events. And then the other problem is, on the left hand side of the distribution, they’re truncated. There’s many zero-cost records by enrollees, who didn’t use any care. And then the distribution’s all truncated by the fact that we don’t have negative costs. It’s always positive. And another thing that makes healthcare costs difficult to analyze is how variance is not the same for all observations. So, the variance can actually be larger with certain values of independent variable. And we’ll talk a lot more about that problem of the variance varying with the independent variable as we go on today. 
So last time we talked about some of the limitations of ordinary least squares. If we use ordinary least squares or the classic linear model with raw costs, we have a non-normal dependent variable, and we could get biased parameters. And you may remember last time we showed this example where one outlier could be extremely influential, and really flip around ordinary least squares with raw cost, the parameters that they estimate. 
And another problem is that sometimes that the problems can be so great that some of the predicted values from an ordinary least squares regression will actually be in the negative area. That is, we’re predicting negative costs, which of course doesn’t make sense. Now if we take, instead of doing raw cost as our dependent variable, we use the natural log of cost, so we transform cost by the function of natural log, we find that variable is much more normally distributed. And so it’s possible to use ordinary least squares. 
The problem is that we can’t just simply take the predicted log cost and exponentiate it, or take the anti-log to get back in to raw cost, to predict cost. There’s this problem when we take the anti-log of retransformation bias. And there’s a solution for it, but it requires some other assumptions that may not be so good. That correction with the smearing estimator assumes that we don’t have that problem with variance. So that’s one limitation of that. 
And then, of course, if we have the zero-cost observations, we can’t take the log of zero. So that is another limitation. And as I mentioned, the assumption that the variance appears as constant. So that assumption often times is not a good one. 
So today, these are what topics we’re going to cover in today’s course.  What is heteroscedasticity, and what do we do about it? What do we do when there’s many zero-cost observations? How can we test differences between groups without making any assumptions about the distribution of cost? And then how do we determine which method is best?
So the first thing we’ll do is turn to this whole question of heteroscedasticity. And so what do we mean by this? It’s certainly a 50 cent word. And all it means is that the variance in our dependent variable depends on one or more of our independent variables, the X’s in the equation. Or it could just be a combination of X’s, that is the predicted Y. And so the classic example that is used in economics that I think is very intuitive is variation in income explained by age.  So the idea is that young people, their incomes are all very similar. But as they get older and into their 30’s or so, the variation in incomes become more pronounced. And so that age, that heteroscedasticity, that is the errors or the variation in income just simply is larger in older age groups. 
Now ordinary least squares assumes that the variation is equal, the expected value is equal without respect to the independent variable, that there is identical variance. That is, the expectation is that the square of the error term is some fixed amount, sigma squared. And cost, that’s not such a good assumption. So graphically, we can just say, here’s what homoscedacticity is, the assumption that’s made by ordinarily squares. And we say here’s the error terms above and below the mean expected value of zero error. And in this case it doesn’t matter what the value of X is, the variance is the same.
And in the case of heteroscedasticity, as we go to the right in the graph, as X becomes larger, the error terms become larger. And so in my verbal example, although the scale here is not appropriate for age, but the larger the X, the bigger the variance. So this is often the case in cost.  If people have more severe case mix or have higher cost, there’s more variance- or higher predicted cost, there’s more variance. So there’s heteroscedasticity. So why do we worry about it? It’s because the predictions that are based on ordinary squares model can be biased. The retransformation when we use a log transform model assumes that their errors are homoscedastistic. And when the predicted cost, when the error’s actually heteroscedastic, it can be appreciably biased. And so we need to worry about this. And there are some solutions, fortunately. 

And the solution is to use a generalized linear model. We specify a link function and a variance function. And I cite this great paper by Mullahy and Manning in the Journal of Health Economics, which if you really want to get into this and have a better explanation or a more detailed explanation than I’m able to give here, that’s a good reference. So the idea is, we put this link function around the expectations operator. And what we’re estimating on the right hand side, the alpha plus beta X, looks like the linear model. But instead our dependent variable, we’re looking at the expected value of Y. And then we do this transformation of the expected value. And this link function could be many things. And we’ll talk about how you decide which link function you should use. But it could be the natural log, as we did before. It could be square root. Other functions are possible. And as before, when the link function is a natural log, then beta has an intuitive explanation, which is the percent change in Y for unit change in X. So that’s similar to what we talked about last time, the log transform in ordinary least squares.

So there is an important but seemingly subtle difference. In ordinary least squares we’re estimating the expected value of the link function, that is the expected value of log cost. Whereas in general linearized model, we’re estimating the log of expected value of cost. So these are not the same thing. The log of the expectation of cost is not the same thing as the expectation of log cost. 
And there are important consequences of this difference that make the GLM a better way to estimate cost models. For one thing, the dependent variable can be zero. So that’s permitted, which it wasn’t in the log cost. When we do the retransformation there’s no retransformation bias. So we don’t need to use the smearing estimator. We can just, in that example, take the antilog of the predictions. 
And then the other advantage of the generalized linear model is it does not assume homoscedastic errors. We can make a distributional assumption. And that variance function assumes some function that explains the relationship between variance and the mean. And some of the common assumptions that are made is the gamma distribution. And for cost, for health care cost, this is really the most common. That the variance is proportional to the square of the mean. And the Poisson distribution that variance is proportional to the mean. So you see that the gamma distribution, the variance is assumed to be higher than in the Poisson. And some statistical packages, I know Stata does, that they will talk about if you run with the Poisson, and we’ll talk about the variance being over-dispersed. And that becomes a reason to use the gamma distribution. 
I think just to remember these are common distributional assumptions that are used in the GLM model. And that the gamma distribution is the one that’s most frequently specified.  And we’ll talk about, in a little bit, how do you choose between these or how do you empirically test which is appropriate? 
So how can we specify a generalized linear model with this most common functional form, the log link and the gamma distribution? And we’ll call our dependent variable “cost” and our independent variables, well, they could be anything. But we’ll just call them X1, X2, and X3. They could be case-mix measures. They could be demographic attributes like age or gender. But we’ll just call them X at this point. And so the syntax in Stata, the statistical package Stata, is quite simple. You specify a GLM model. You give your dependent variable, and then your independent variables, and after the comma, are your options, that you use the gamma distributional family. That FAM is for family and the log link function, so fairly straightforward. 
In SAS there is a basic syntax with Proc Gen mod. It looks very similar. Your model is, your dependent variable equals, then your independent or explanatory variables. The backslash is the divider between the options, and you specify gamma distribution, log link. Now the problem in SAS is that if you specify a gamma distribution, it will drop the zero-cost observations. And there is what I’m calling a refined syntax where you basically explain to it what distribution you want. You program your own estimator, your own gamma distribution assumption. And that is what all of this five lines after the Proc Gen mod represents, is a way to specify the gamma distribution that doesn’t toss the zero-cost observations out. And you notice on the right side of the forward slash is, there’s no distribution equals gamma. That’s because you’ve done all that with this code. And that code keeps the zero-cost observation. So for SAS it’s a little more complicated to do a gamma regression.
So we just mentioned that, to reiterate, that the GLM handles heteroscedasticity. The predicted cost is not subject to error. Ordinary least squares of log transform does have some advantage, though, which is that it’s somewhat more efficient. That is, it has smaller errors than when we estimate with the generalized linear model. So there still may be room for it. I still think that most reviewers are going to ask you if you’ve considered a GLM model. 
Now the question is, we’ve been talking about log as the link function. But there may be other link functions that are possible. And one way to empirically decide which link function is to run a Box-Cox regression, and estimate this parameter, the theta.  So cost to the theta minus one divided by theta is your dependent variable. But in Stata all you need to do is specify the command Box-Cox. And we’ll use our dependent variable cost. And we’ll do our independent variables like the X1, X2, X3, and for the non-zero observations. 
And so what happens when you run this is that Stata will give you a value, an estimate of what theta is. And it will be some number. And you figure out what is it closest to? If it’s close to zero, then you use that log as your link function. Another possibility is, this is actually closer to 0.5. In that case, a square root would be your transformation function. I’d say that in almost all the cases that I’ve encountered in various studies, it usually comes out with one of those two. And you can actually program this to do a formal test to say which is closest. But it’s pretty clear. 
It’s possible that theta could have a value of one. In that case you’d use raw cost. Negative one would be the inverse of cost, that is one divided by cost. If theta were two, you’d estimate it with cost squares. I’ve never encountered cases like that, but those are the theoretical possibilities. So this is a way to choose the length function. Usually log works and square root is less frequently needed. 
Now, there is also a way to choose which variance structure you want to use. Remember we’re talking about, do we use gamma? Do we use Poisson? There are other possibilities.  So the first thing we do is run the GLM regression with log link and a gamma distributional assumption, find the residual square, and then run a second regression, or ordinary least squares. And what we’re interested in is this gamma one parameter that’s at the bottom of the slide here. So by taking these residuals and seeing how they’re explained, gamma one provides us with some information. This is called a Modified Park Test. And so when we do this, if the gamma one is zero, then we can just assume a normal distribution. If it’s closer to one, a Poisson; two, we use the gamma; three would be the Wald, the inverse normal distribution. I have only encountered Poisson and Gamma. Usually it comes out gamma. There were some examples where there was less skew, less dispersion, that Poisson worked. As I recall this occurred when looking at pharmacy costs subtotals. I came out that a Poisson was the appropriate variance to be used.
Now, I would be remiss not to mention the most sophisticated, or the most recent development in this area, called a Generalized Gamma Model. And the idea of this is that you have a model that does all of those tests, that we look at that Box-Cox and the Modified Park Test. Well, we don’t have to do those. They’re all in this Generalized Gamma Model. It estimates the link function, and the distributional assumption, and the parameters all at once. 
Now this is still a user supported file, a Stata Ado file called PGLM. So this is something that you need to extract from, or obtain from the web. Anirban Basu, who is the author of this, is published on this, hosts a national meeting on econometrics each year. So he’s definitely right on the cutting edge of this. And I would say this would be the best possible way to go, but I wouldn’t start there. I would start with something similar. And I’m not certain that you’re going to get very different results from using a gamma regression with a log-link function. But this would be the cutting edge. 
So I think this is an opportunity. Have we got any questions yet?
Wei Yu: There’s no questions at this point.
Dr. Paul Barnett: Well, maybe we could ask if people, if they had any questions, they could enter them in the question box. 
Wei Yu: Yeah. I’m looking. I’m seeing the question box at this moment. 
Dr. Paul Barnett: Are you seeing the question box?
Wei Yu: Yes, I do. I don’t see any questions yet. 
Dr. Paul Barnett: Great. Well, that was a pretty complicated bit of stuff, so if you have something that occurs to you, we’d love to offer some additional explanation, if we can. 
Wei Yu: Okay. Well, I think probably you can just go ahead, talking to the audience [unclear overlap 22:32]
Dr. Paul Barnett: Okay. Well sometimes it takes people a second to type. 

Wei Yu: I got one question, let me see. The question is if we have any equivalences to GLM in multi-level modeling? He’s talking about multi-level modeling. 
Dr. Paul Barnett: Yes. So, yes, you can specify a different sort of error structure where it is possible. So what, I think by multilevel modeling, say your cost observations, and let me restate the question a little bit just so it’s clear.  It’s possible that, for example, your observations are not independent in some other way. For example, they could be a series over time from the same people. So you might have five years of cost data on a thousand people,  5,000 observations. So you can’t assume that the observation of this person in year one is independent from year two, year three. They all might have some sort of correlation. Or another example of multi-level is, say you don’t want to assume that the cost from the patients who are cared for by the same doctor are independent. And so, yes, the statistical packages do support adding a different, a way to account for that, the correlation between observations. And sometimes it’s a post-hoc adjustment to the standard errors called a sandwich estimator. Or there may a way to actually formally model the correlation. And so it depends on the statistic package and what you can estimate. 
And sometimes I approach this problem by doing something simple, like raw ordinary least squares, and seeing what the extent of the correlation is. You’re going to do a multilevel model on something simple before I try to do the multilevel model in something complicated, just to see whether it matters very much. Sometimes there can be problems with converging when you’re doing a lot of complicated things at once. But yes, you certainly can have multi-level models. 
Wei Yu: Paul.
Dr. Paul Barnett: Yeah?
Wei Yu: There’s another question. I’m not sure I understand. Maybe you can pick it up. The question is, do you ever x-for the Y-variable and under what circumstances should this be considered? I don’t understand, what is the x-for the Y variable? Do you know what is this?
Dr. Paul Barnett: Nope, I don’t either. That sounds like somebody who ought to be teaching this class.
Wei Yu: Yeah. Maybe I can ask him to explain in more detail. Maybe we can leave this  question at the end. 

Dr. Paul Barnett: Yeah, or resolve it by email. And I got to say, each time I teach this class, I find somebody that’s more knowledgeable, who’s called in, who’s more knowledgeable than me. And then I add stuff to the class. Because they’ve contributed, so…
Wei Yu: Okay. Now I got it. It makes sense. It’s not x-form, it’s transform.  
Dr. Paul Barnett: Oh, transform.
Wei Yu: It means, ever transformed the Y variable?
Dr. Paul Barnett: Well, so in GLM we do that with the link function. So the link function is the way that we transform it. And we can, of course you can transform any of the independent variables in whatever way you want. But the answer is, for the dependent variable, the link function does the transformation. We could do the transformation outside, before we run the regression. And, but that’s some of the disadvantages that we noted when doing ordinary least squares. So we haven’t accounted for heteroscedasticity. We can’t deal with the zeros. So doing the transformation with it using the link function is really a better way to go using a general linear model. 
I think I’m going to press forward. If there’s more questions, we will get back to them towards the end here. 
Wei Yu: Okay. 
Dr. Paul Barnett: So the next topic I want to take up is, what happens when you have a data set where there are many zero values, many people without costs? And an example would be participants enrolled in a health plan who have no utilization. So in VA, for example, my recollection is the most recent numbers are 9.3 million enrollees. And in any given year about 5.6 million use VHA services. 
So you actually have a substantial number of people who are enrolled but didn’t use VA services. So that could be many zero values. And we last time showed this graph, which is among people who used VHA in fiscal 2009, what was their cost in 2010? And there was a certain number of people who incurred no cost in the next fiscal year, and about 15% of the observations. So this is another example where you could have zero costs. 
So one solution to this is to estimate a two-part model. Part one of the model is a dependent variable that just indicates whether the person incurred any cost at all. So that  dependent variable would take a value of one if cost is incurred, or zero if no cost was incurred. 
And then the second part of the two-part model. And sometimes these are called hurdle models. Because the hurdle is that you got over, the idea is that you jumped the hurdle, used some services, and after the hurdle is this regression of how much cost. But that regression is only estimated among those who incurred any cost. And so we have just this idea of the expected value of Y, that is conditional X. That is the expected value of cost given the X variables, the independent variables, like demographics or diagnosis, is a probability that the person incurred any cost, conditional on their characteristics. And then the expected value of their costs, given that they’ve incurred any costs.
And we can, in the same way, predict costs, find the predicted probability and the expected value conditional on incurring any cost. So it has this virtue. I think the real virtue of the two-part model- well, before that let’s just talk about the question. How do we do that first, that hurdle part, which is the probability of estimating costs? We want to  estimate a model where the dependent variable is an indicator, a dichotomous indicator that takes a value of one or zero. 
So our question is a little econometric review from an earlier class. What regression method can we use, and there may be more than one of these that’s appropriate, if we have a zero-one dependent variable. And Rob, I think you’re already on it. We can use ordinary least squares, a generalized linear model, logistic regression, probit or a Cox regression. Those are some ideas. 
Rob: And once again, there can be more than one answer. Correct, Paul?
Dr. Paul Barnett: That’s right. 
Rob: Well, the poll is open and answers are coming in. Let’s give them a few more moments. Looks like the answers have started to slow down. So I’m going to go ahead and close the poll. Share it out.
And in terms of the answers: ordinary least squares received 18%; generalized linear model, 32%; logistic regression, 95%; probit, 50%; and Cox regression, 16%. Back to you, Paul. 
Dr. Paul Barnett:  Thank you, Rob. You know, I got to say, you have a voice that you should have had a career in FM radio. You have those dulcet tones. 
Rob: Why thank you, sir.
Dr. Paul Barnett: So the logistic regression or probit would be good answers. You could even specify a generalized linear model that would essentially be those things. But I’m showing here an example of how we do a logistic regression. That’s a real common way of doing this.  But probit and logistic regression are the methods for looking at those limited dependent variables. And with logistic regression we can estimate this log odds ratio. And the advantage of this is that they, well, there are many advantages. And I’ll refer you to Kieren Phibbs’ previous econometrics lecture on limited dependent variables, in case you missed that. 
Now in SAS we can run this logistic regression. I’ve made the has-cost be that indicator, whether they had cost or not, or familiar independent variables. And we use this descending option so that SAS will estimate the probability that the dependent variable will equal one.  SAS has as a default for an unknown reason that the probability of the dependent variable equals zero. So it’s pretty counterintuitive. So, as you said, descending option. 
And we can save the probabilities using this output data set, that is the predictive probability given this observation’s values of X1, X2, X3. And in Stata it’s very similar syntax. And we have the predict statement, however, to generate the predicted probability. So whereas in SAS it was the output statement. 
And then the second part of the model is only the observations with non-zero costs. And so we could use GLM. Or we could use ordinary least squares with log costs, but with the previously noted caveats. 
Wei Yu: Paul? There’s a question you may want to clarify, it’s the difference between two-paired model and the probit model? 
Dr. Paul Barnett: Well, so the probit model is, I ought to get you to answer this one, Wei. But the probit is just the first part.
Wei Yu: The probit and the two-part model. 
Dr. Paul Barnett: Yes, so probit is just the first part, another way of estimating a probability of something like this, a model. There’s a different procedure. But we would have a model where we would say, yes/no, they had costs, and explanatory variables. And it predicts the probability. It makes a different assumption than the logistic regression. But the parameters are quite similar. And so it’s just a slightly different assumption about how the values are distributed, how the functional form is related to it. And I regret that my, you know I almost always use logistic because it’s a little bit simpler. And I haven’t been convinced of any advantage of probit. But it is available. And I’m sure there are situations where it’s better. 
Wei Yu: Yeah, I think the question is not probit, it’s tobit. 
Dr. Paul Barnett: Oh, tobit! You know, I don’t have an answer to that. That would be something I would have to answer by email. 
Wei Yu: Okay. Sure. We can go ahead. 
Dr. Paul Barnett: Yeah. So here we go. Sorry. I thought they were asking about probit and tobit. They do rhyme. So I was about ready to say that the advantage of a two-part model really is, if you’re interested in having separate parameters for participation and the conditional quantity, or cost conditional on participating. And, for example, it’s possible that some diagnosis, or demographic, or other explanatory variable has a different effect on the participation that on the cost. 
It may be that that variable predicts less participation. But if the person does seek healthcare, they may have high costs. That would be masked in some other model. And so the real question is whether you’re interested in having those separate parameters, whether that’s part of what you’re interested in. And so that would be a good justification for a two-part model. But it’s not essential to deal with zero-cost. 
There is a way in Stata, and again this is a user-developed file, to use this command, TPM, which stands for two-part model. And you specify, these are estimated all at once. So this is a much more elegant way than doing the methods that I mentioned. But you specify which binary choice model you want to use, what distribution and link function you want to use for the second part. And again, you have to install this into Stata. And you can use logit or probit for the first part. And the second part you can use all these variations that we’ve talked about for the cost regressions.
And so here’s an example syntax. So you’ve got this same idea. We have cost as a function of our independent variables. But after the comma, we specify our first part option, which in this case, the example is logistic regression. And then under the S, the second part, we can specify how we’re going to model the cost. In this case, with generalized linear model gamma distributional assumption in a log-link function. 
So this is really elegant, because it generates all the parameters. And the other advantage of this TPM command is you can do some post-estimation estimates. That is, predict your values of the dependent variable, predict out of sample. And it corrects for the retransformation bias, and has standard errors that are consistent between the two parts of the model. So it’s really the best way to estimate a hurdle model. I don’t think there’s anything like this in SAS. In fact, it’s not built in to Stata. But people have developed this user routine.  
Now, instead of a two-part model, you could do these other things. And use ordinary least squares with untransformed costs. That allows zeros. Ordinary least squares with raw cost, using the small positive value in place of the zero. And you can use some GLM models. 
Now, I would say that really the GLM models are what you really should do. They, ordinary squares with untransformed costs, those preponderance of zero values are really going to, could have a strong influence on the parameters that you estimate. We showed last time that using a small positive value in place of zero, if there’s a lot of zero observations, your choice of the small positive value can be very influential. And this is because the difference between using a dollar or 10 cents for that small positive values is just as influential as an observation. The tenfold difference is just as influential as an observation at the other end of the distribution, which says 1,000 dollars or 10,000 dollars in costs. So it’s problematic to do it that way. 
So a GLM model will accommodate, with a log-link function and a gamma distribution, will accommodate zero values, just as long as they’re not a preponderance in your data set. And I don’t have a good answer to the question of how many zero models does it begin to break down? But I think that might be a good question just to empirically test. 
So the next question is, what should we do with how to test differences in groups if we don’t want to make any assumptions about distribution? Part of these issues about the GLM models and others are that we have to make some assumption. Is it distributed by a Poisson or gamma? Can we do a test without making that distributional assumption? And yes, we can turn to non-parametric tests. They’re based on ranks. 
We rank all the observations and say, gee, are these two groups, are the rankings in these two groups, are they, what’s the probability that this same ranking order could have occurred by chance alone? So that’s the essence of a non-parametric test.  And if the ranks, one group consistently is ranked higher, then it becomes very unlikely that that could have happened by chance alone. And your test says their groups are significantly different. 
And it is possible to do this with more than two groups. If you just essentially do a series of, there’s a Kruskal-Wallis test. And this says, are any of the pairs of the groups different? And then if that Kruskal-Wallis test is shown to be statistically significant, then you can do a series of Wilcoxon tests with the pairs of groups to see which group was statistically significant. 
So this is like an ANOVA where you say, well, are there any significant differences? And then a post-hoc test, which tells you which pairs of groups are different. So that is a way to look at group differences without making distributional assumptions. And so the question, well then why all this other stuff that we’ve talked about in the course? Why go to that? Why not use this always?
Well, the problem with the non-parametric tests are, they’re very conservative. By comparing the ranks and not the means, influential outliers don’t matter very much. So if it doesn’t affect the ranks, it ignores those effects of those observations. So it really doesn’t matter if the top ranked observation is one million dollars more costly than the second observation, or just one dollar more costly. So it doesn’t really account for the influence of those outliers, which we actually care about at health care costs. We care about that one patient that had a million dollar extra costs. 
And then the non-parametric test doesn’t allow for additional explanatory variables. So those are some of its limits. But I would say that if, before I leave this slide, if you’re showing a significant difference in ranks between groups, then almost any other model is also going to show a difference. So the fact that it’s conservative can show about of the statistical significance. 
And then the final question is, how do we determine which method is the best? Do we have any questions from that section, Wei? Any more questions come up before we turn it?
Wei Yu: No. Not yet for this second part. No.
Dr. Paul Barnett: Well, let’s move on to this whole question about finding, the choice is often about how well does the model fit your data? And one way you can do this is to estimate your regression with half the data, and then test the predictive accuracy on the other half of the data, and find these two statistics, mean, absolute error, and the root mean square error. 
And the mean absolute error is simply, for each observation we find the difference between the observed predicted cost and take it’s absolute value. That is, is it negative or positive? Just how far is it different? And then find the mean. And the model that has the smallest value, well that’s giving you the best predicted fit. And I see that somehow in transforming the slides I’ve, you can see a very ghostly outline of the formula there. I apologize for that. I don’t know what happened to our formula. But we’ll be sure to fix that on the next iteration of the slides.
I’ll tell you what, we’ll fix it. And if you would like to see the formula more clearly, let us know. And we’ll send you a revised copy of the slides so that we can get that. But it is just what it says in the text. Find the difference between observed, and actually you may be able to see the Y minus the Y hat there, and we find that absolute value, and then find that mean. 
And the root mean square is kind of a similar idea. But rather than finding the absolute value between predicted and observed, we find their square. So this is another way of turning them from of the difference into an always positive number, whether it’s above or below. And then after we’ve done that square, we find the mean, and then take the root of that mean. And the best model has, again, the smallest value. 
So this is a good way to compare two different models, and also to see whether your predictive accuracy of your model is pretty far and you need to keep working. We can evaluate the residuals or the predicted ratio, the ratio of predicted to observed. And the idea is to calculus separately for each decile of cost. And that the good model should do equally well across all deciles. Now, those are easy words to say. Usually the extremes, the lowest 10% of observations and the highest 10% are difficult to fit, and especially that highest 10% is, you’ll find that the people who have the very highest cost in any data set, you just don’t have very good data to identify those people. The independent variables really don’t perform very well in identifying that highest decile. So this is always the bugaboo when we’re trying to predict costs, is how do you predict the highest cost observations? That’s always the most difficult part of this. 
There is a formal test for doing this, a kind of Hosmer-Lemeshow test where basically we do an F test where the residuals that were off-scale in each decile are significantly different. So we’re saying are one of the deciles different? Invariably, if there is, it’s that’s highest decile. And there is also a Pregibon link test, testing if the linearity assumption is violated. These are both discussed in this paper by Will Manning, Basu and Mullahy. Those are really the three leading thinkers and writers in this whole area. 
So do we have any questions about this, or any part of the talk? 
Wei Yu: Okay. There are a couple of questions for the first part. It’s about the extreme values in the cost distribution. So I gave my opinion. Maybe I should repeat it here. You can give your comments on this. And the question is basically, is there can be used any tools to either drop the extreme values, high cost values as the outliers, or use the [unclear audio 50:23] as a statistical method to cut out these extreme values. 
My opinion is that, because those high costs, the extreme values, are true data with the information, it’s not from errors. So if you drop those cost data, you lose those information. So what do you think about it?
Dr. Paul Barnett: I think you’re absolutely right. The only caveat I would give is sometimes in a data set, a cost data set, you may want to look at those observations to make sure that the cost is consistent with what you know about the service that was provided. So there are very rare instances of this in the MCA data that VA has, where there will be a million dollar, five days long stay, or a million dollar outpatient visit. So those kinds of things, yes, those are data errors and need to be fixed. But if you have somebody that’s had a 250 day hospital stay that incurred a million dollars worth of costs, you don’t want to throw that out. That’s important information. That’s a budget buster. We want to know about that. And we need to have that in our model. So I think that’s supporting exactly what you’re saying, Wei. We don’t want to throw out the extreme values because we care about them in healthcare costs. In fact, I think, well you probably know this literature better than me, Wei, but there’s a small fraction of people that account for most healthcare costs, right?
Wei Yu: Right. Those people, end of life. Like Medicare, the last year costs accounts for 20% of the Medicare payments in the year. So you will always have extreme expenses, treatment provided for patient in near end of life. But the VA data, as Paul mentioned that, you need to pay attention, especially for the pharmacy. Error can occur in the pharmacy data.  
Dr. Paul Barnett: Yeah. I think the inpatient pharmacy is the one where the MCA data is, in the past, I mean, it’s pretty rare these days to see that. But you should be careful if there’s something, high cost that’s not consistent with the kind of utilization, like the stay or the setting. And there have been problems where there’s a mismatch between the cost data and the utilization data that caused the cost estimate to blow up. 
The classic one was when somebody reports, that they generally report IV and drugs administered by IV in milliliters, but assign the costs for liters. So in other words, the costs are being multiplied by a thousand. I think they’ve gotten rid of most of those problems. But every once in while, there’s one.  So you need to be careful.
Wei Yu: Paul, there’s a question from, the question is, so when we use the GLM with the log-link function, how do we interpret it’s coefficient? Can we interpret them as marginal effects? 
Dr. Paul Barnett: Yes. So it’s the same thing we showed at the formula, we showed at the end of the last talk. Which is that beta is the percentage change in Y for a unit change in X. So it’s no longer the absolute value. In ordinary least squares with raw cost, beta would be the dollar change for a unit change in X. But now it’s a percentage change. So that’s a very handy thing. So if beta were 0.15 for every unit change in X, that beta that’s associated with that X. For every increase of the value of X by one, the cost increased by 15%. So that’s a very natural interpretation. 
Wei Yu: Alright. I have no more questions at this point. Anybody have questions? 
Dr. Paul Barnett: People can feel free while I just kind of take us back through hopefully what we did. We’re running close to the end of the hour in any case.  Just to say this is what I hope you’ll remember from the talk, that cost is a difficult dependent variable. It’s skewed by high outliers. We don’t want to throw those out. They’re important. And there are many observations with zero values and cost is not negative. So that left hand side is truncated, too. 
So we need special methods to deal with the skew costs. Ordinary least squares of raw cost is prone to bias, especially in small samples with influential outliers. And I think this quote here is from Will Manning, “a single case can have tremendous influence”.  And the log-transformed cost in ordinary least squares is more normally distributed. It’s an alternate method. But it has some disadvantages. We have to correct for retransformation bias. There is a way to do it. But the smearing estimator assumes homoscedastic errors. And that’s often not the case with cost. 
So really our best approach is to use a generalized linear model often with a log-link in the gamma variance. This allows for heteroscedastic errors. It doesn’t have retransformation bias. It may not be as efficient as your log OLS model. And there are alternative specifications, a Poisson instead of gamma, square roots instead of the log link. Those are the most common things. You can go back in the slide and see how you decide whether those Poisson or square root should be used. But it rarely comes out that way. It’s usually log-link and gamma variances, my experience. But you know, you got to test. 
And a two-part model or a hurdle model is one way to deal with many zero values, especially if you’re interested in the difference between the participation parameter versus the conditional cost parameter. And we can make comparisons between groups without making any distributional assumptions using a non-parametric or a rank test. They’re pretty conservative. And there’s no way to control for covariates. So that’s the disadvantage of them. We can evaluate our model with a mean absolute error, root mean square error.  There are other evaluations and tests of the residuals. And model fit is a important consideration to see if you’ve done a good job.
The rest of the slides are just to give you some of the key sources. Late Will Manning and the people who’ve worked with him are really prominent in all this literature. And these are references on two-part models. There’s some good, worked examples. So they’re showing you what their thought process was in getting a good-fitting model. Maria Montez-Rath, the second one, has some more worked examples. And we had a seminar a number of years ago from Maria Montez-Rath. I think that’s a very good seminar. 
We have the PowerPoint slides and the audio are still available on the HSR&D archive, at least as of two weeks ago when I checked these links. So that would be another great seminar if you want to see how this gets done in practice. And Will Manning also has his book chapter. 
Any final questions? We’re just about at the top of the hour. We need to have Rob conduct his poll. 
Wei Yu: Yes. So I have no more questions. I think you can [unclear audio 59:09].
[bookmark: _GoBack]Dr. Paul Barnett: Well, certainly send an email to herc@va.gov, if you have questions, or to me  Paul.Barnett@va.gov and we’ll get back to you.  


