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Moderator:  So once again, welcome everyone to today's Query Implementation Research Seminar presentation.  Presenting for us today is Dr. Brian Mittman, he is the principal investigator of the VA Center for Implementation Practice and Research Support, also known as CIPRS and co-editor in chief of Implementation Science.  Joining him today is Dr. Martin Lee, he's a senior statistician with the Center of Excellence for the Study of Healthcare Provider Behavior at the Sepulveda VA and has been involved in this project for the past 17 years.  He is also an adjunct professor with the UCLA Department of Biostatistics and Professor of Internal Medicine at Charles R. Drew University of Science and Medicine, so it is with great pleasure that I would like to turn it over to our presenters at this time.

Dr. Brian Mittman:  So, Molly, thanks again for flexibility with my technical issues.  I'd like to thank those of you who are joining us, as well.  Let me begin by providing a brief summary of the title and of the topic that we'll be addressing today.  When I first announced this seminar, I received a couple of responses from colleagues, who stated that the topic sounds interesting, but they were wondering why I developed such a boring title, that was a bit of a blow and I'll explain why in a minute, but the title was actually intended to be somewhat long and somewhat convoluted in order to try to emphasize the fact that there are multiple challenges and multiple complications that we need to deal with in studying implementation strategies and evaluating them.  Implementation Strategies is, of course, a category or a class of conflict social interventions that have multiple components that attempt to address social and behavioral phenomena, those multiple components tend to vary over time and over place and a number of other kinds of complications.


The reason that that comment from colleagues was a blow is that I've been engaged in an on and off discussion with my three younger kids over the last few years, so my wife and my kids seem to have concluded that within the last year or two I've become very boring--I'm no longer funny, I don't have anything interesting to say, they're now 15 and 17 and I've tried to explain to them that at my age I'm not likely to change much personality wise, perhaps they're the ones whose sense of humor has changed and that I'm more or less the same and they just don't appreciate it anymore, but no, they insist that I've become boring in my old age.  So to hear that I've become boring to my colleagues as well, as I said, was a bit of a blow.  


So in an attempt to perhaps salvage some of my reputation and to provide perhaps a better explanation as to what I'm attempting to achieve through this talk, I did develop an alternative title and that is in the second half of this slide: What to do When You Wish to Conduct a Quantitative Study to Evaluate Patient Strategy, where that Strategy--as I indicated varies across time and place, where the outcomes are not necessarily strongly connected to the intervention implementation strategy and we have other complications.  


So let me offer just one more again simplified explanation or version of the title and that is again--we see set a of effects of these implantation strategies that are not consistent, they're not necessarily large and they don't necessarily show consistent patterns across the different kinds of quality problems and implementation problems in settings, where we're attempting [to show effect].  So that is in three different ways the basic problem that we're attempting to address through this cyber seminar.  Let me acknowledge briefly three colleagues: Susanne Salem-Schatz, Paul Plsek, and John Ovretveit, and Martin and I have been discussing this issue for some time and I've been discussing with these three colleagues as well over the past number of years, both in an effort to try to understand the nature of the problem, but also to try to understand available solutions and strategies that we can employ as researchers.  


Let me begin with a brief recap I hope for most or all of you of a definition of implementation science, this is the definition that we adapted for the open editorial in the Journal of Implementation Science and that is a two-part definition and I'd like to focus on the first part, which states that "Implementation research is a scientific study of methods to promote the uptake of research findings in other evidence-based practices into routine practice and hence to improve the quality and effectiveness of health services."


Another way of stating what implementation science is all about is by listing three explicit and distinct goals and again I'd like to focus on the first of these to set up today's presentation.  Again, one of the key goals of implementation research is to develop reliable strategies for improving health-related processes and outcomes and then to facilitate their widespread adoption.


So let's consider that goal, that definition--developing reliable or effective strategies comparable to the work conducted by our colleagues in clinical research, who attempt to develop reliable and effective strategies for curing disease.  The assumption, of course, is that there are reliable strategies that can be developed and can be shown to be reliable and effective through research.


The challenges that we face and that I attempted to capture through my title and various alternative versions of the title are captured here in this slide.  We know that implementation outcomes are strongly influenced by contextual factors.  In many cases, those contextual factors naturally dominate the main effect of the implementation strategy, which, therefore, is weak and, therefore, is difficult to detect through research.  We know that the implementation strategies as they play out in the implementation of practice change processes are also strongly influenced by the contextual factors, not just the outcomes of those processes and as a consequence, because context is very considerably--we see significant variations in the way that those implementation strategies will play out and, in fact, in the content of those strategies.


Then, finally, we know that the impact and again the outcomes of the strategies are often indirectly affected by the implementation strategies, the consequence, the effectiveness of the strategy tends to be attenuated and again it tends to be variable.  I know I've gone through these quickly, I'll spend some more time on each of them over the next few slides.


What I've just covered is in some ways an explanation or a description of the symptoms that we face and I'd like to walk you through a set of slides that would illustrate these symptoms before turning to essentially your root cause analysis to try to understand the processes that lead to those symptoms.


What we'd like to see, of course, when we conduct experimental evaluations or observational evaluations and implementation processes and strategies--we'd like to see strong effects with moderate levels of variation and in this case--this is the type of findings we hope to see in clinical research as well on the F axis, I'm showing increase of adherence.  For example, percentage point increase in adherence to a clinical practice guideline, where the mean effect is about 35 points, so perhaps the mean effect moved from 40 percent adherence up to 75 percent adherence, whereas the mean effect of the control group, which is indicated in the yellow on the left-hand side is zero, in these histograms, the height of the bar is, of course, the number of sites.  So, ideally, we would see this pattern of results when we evaluate implementation strategy.  Even more ideally, we would see this pattern of results, where again we see very strong effects and in this case we see very low variance across the sites in the control arm and the intervention arm.


What is more typical, of course, is high rates of variation and this depicts again a situation which would not be treated from this point because if we were see because again it's possible to detect and to show an intervention control difference.  This scenario illustrates strong effects with high variance.


Now what is more often the case in implementation research and I say that, not based on any systematic review, but there's some evidence that it does seem to be a general consensus among researchers in the field that for the most part we do see on average weak effects and the cost and collaboration [inaudible] reviews demonstrates small effects.

In this scenario we have very weak effects and very small differences between intervention and control conditions and yet we have very low variation, very low variance.  So, again, statistically speaking, it is possible to detect a difference.


Let me conclude then with the final scenario that I'd like to show and that is the scenario where we have weak effects, but also very high variants.  In each of these graphs blue again represents the treatment on the right-hand side,  the yellow on the left-hand side represents the control group and the overlap is the green grid or group.  In this case and if the effects were even weaker, the variants were even higher, it would be virtually impossible to detect a significant difference if there is one between the intervention sites and the control sites.  So, again, these are the symptoms that we are addressing, this is the sort of pattern that we see too often in implementation research and it complicates our efforts to use standard statistical methods, experimental methods to evaluate the effectiveness of implementation strategy and to detect a signal among the noise. 


So, moving to the root cause analysis, to a consideration of why it is that we see these patterns, again I've repeated the same three major points that I made earlier, but in this case, I've added some potential explanations in the yellow sub bullets.  So again the idea of the contextual factors exert strong direct effects on implementation outcomes and in consequence the main effectiveness in the intervention strategy may be weak.  This is due to the fact that the strong influence of factors such as leadership or budget deficiency or staffing sufficiency, expertise and quality improvement and implementation and so on.  All of these are characteristics that lead directly to a success in implementation as well as indirect success by moderating the effectiveness or the success or impacts of implementation strategy and I'll come back to that issue in a minute.


The second issue the fact of contextual factors affecting implementation strategy and processes when this leads to variation.  First of all, because as I indicated, the context varies so much, we see different levels of leadership, of staff stability, of budget sufficiency and so on, the treatments themselves, the implementation strategies that are affected by those factors tend to change.  If an implementation strategy requires, for example, staff training and staff attention to quality problems, data analyses and other kinds of activities, if the organization is suffering from budget constraints or the budget situation changes over time, that changes the ways in which the organization will conduct its implementation approach and as a consequence, that implementation strategy will be unstable.


Again, the issue of moderator effects and the fact that some of these contextual factors influence the effectiveness of an implementation strategy.  So a simple opinion leader strategy in which a group of clinicians is brought together into a room and is given a 30-minute or a 60-minute lecture, with both educational components, as well as social influence components--the extent to which that lecture will be effective, depends in part on the culture and the expertise and orientation of those clinicians.  So the effect of the implementation strategy is moderated by some of the contextual factors.


In the third category, the final bullet, the implementation strategy impacts are often indirect.  There's often not a direct influence of the specific implementation component and intervention on the practice patterns or the [inaudible] rates, but instead those implementation strategies, for example, change, knowledge and attitudes and culture and it's those intervening variables that exert a direct effect on the implementation outcome.  


So these mediator effects again provide some explanation for the highly variable and often weak impacts that we see in our implementation strategies.


This is a relatively simple diagram, that attempts to illustrate how contextual factors, mediators and moderators, operate and I'll go through this very quickly.  The implementation strategies in this case include leadership engagement, an opinion leader element and education and training, the education and training would affect knowledge and skill and knowledge and skill then mediates the effects of education and training on the implementation outcomes.  Leadership engagement similarly affects leadership support and activation and if the leaders are activated and engaged, they will then work to motivate and activate the clinicians, whose practices will then change, presumably and hopefully leading to improvement in practice.


In the lower right-hand corner, I've indicated clinician income and aspirations for the income and again in this case it is a moderating factor, where the effectiveness of financial incentive is likely to be greater for clinicians who have not met their income aspirations versus those who have, with whom the additional financial incentive is just like to be only modest in its impact.  This is an illustration of how these different factors come into play and would influence implementation outcomes.


So let me provide a very brief summary of some of these issues and then move into the second half of the presentation and I should say that our goal in this cyber seminar is not to provide in-depth guidance in addressing any of these issues and in using any of the specific quantitative techniques and research approaches that I'm about to describe.  


What we decided is an initial step, at least, in this effort--that the first step is to walk through the key symptoms and the problems, understand what is causing the symptoms that we see in terms of highly vertical impact and low rates if effectiveness to introduce or lift a set of bodies of literature and a set of approaches that might be applicable and then what we will do is focus in detail on only one of those and that would be the second half of the presentation that Martin Lee will deliver.


Let me begin with the issue of contextual influences on outcomes, this is perhaps the most straightforward of the issues when contextual factors exert direct impact on outcomes, they're simply entered into the statistical model, the regression model, for example, as covariates.  There are a number of other approaches that can be used and there's a very brief, but very rich overview of these in the chapter of the final report from an AHRQ contract project that was conducted by Rand, led by Paul Shekelle and the Chapter 12 by Naihua Duan and colleagues provided summary, so again, I won't spend any more time on these, won't go into any detail, but this is a good starting point to understand the available quantitative approaches for modeling the role of contextual factors on implementation outcomes.


Some brief discussion of moderators and mediators, the moderator, as I've indicated, is the variable that affects the relationship between an independent and a dependent variable.  This slide simply repeats the example that I gave in describing the diagram, the income levels and aspirations would moderate the impact of financial incentive.  Moderator variables are often addressed through interaction terms, but again there's a very large body of literature that provides guidance in dealing with moderators and I'll provide a couple of sites in the next slide.


A mediator, in contrast, is a variable that explains or carries the relationship between the independent and dependent variable.  In this case, I gave the example previously of a leadership activation intervention, activating leaders in an organization does not lead directly to changes in clinical practices, instead it leads to--we hope, increased activation and motivation and engagement on the part of leaders, those leaders and their interactions with clinicians would presumably encourage clinicians to change their practices and, therefore, generate the outcomes that we wish to see, but, again, any time we add an additional step or two or an additional chain or two through the causal chain from implementation strategy or intervention to impact--there's a considerable potential for attenuation of effectiveness, variability and so on and yet it obviously is important to understand the mediation effect.


As I indicated, there is a very large body of literature, examining mediators and moderators, they've been used extensively in counseling psychology, social psychology and these are two of many highly cited articles that provide explanation and guidance in handling these kinds of complications in study design and analysis.

So before turning over the mike to Martin Lee, let me basically list and move through quickly a set of other concepts and bodies of literature and I will encourage you to look into these over the coming days at least, if you're interested.  There's a good degree of discussion, good volume of discussion of these issues in a body of literature that, for the most part falls under the concept and the label of heterogeneity treatment effect, which Rich Kravitz and Naihua Duan have written in this area.  There's an increased interest in heterogeneity treatment effects as we move into an area of patient-centered outcome research in personalized medicine.


In terms of understanding these issues and understanding how our colleagues in clinical research conceptualize and address them, this body of literature is very instructive.  As I indicated, personalized medicine patient-centered outcomes research, comparative effectiveness research, each of these is somewhat different and they all do again provide interesting discussions, invaluable discussions, that help to conceptualize the problems and help talk about their origins and potential solutions so these bodies of literature provide good guidance as well.


Again an increasing amount of discussion in methods development in the area of adaptive trials, another area where the volume of literature in clinical research is far greater than it is in the social sciences and implementation science literature, but another body of research that offers valuable guidance.


I should say that there are a number of reasons and advantages and benefits of looking to these other bodies of research.  First of all, to the extent that some of our colleagues in other fields have dealt with and struggled with the same issues that we're dealing with, their solutions may be useful.  In many of these bodies of literature, there are aspects of the problem that have been discussed that may not be fully recognized or discussed in the implementation and research field.  Sometimes the problems are completely parallel, sometimes they're not, but they're likely to be good ideas and suggestions from these other bodies of literature.


There's another somewhat different, but equally valuable benefit as well and that is the fact that methods that have been developed and have gained some legitimacy in clinical research represent a good place to start and a good place for us to turn in terms of trying to explain the problems that we face and deal with peer reviewers and funding agencies and so on, to the extent that clinical research is better established and in some respects, more legitimate.  The fact that they have recognized heterogeneity in other challenges and view them as important problems will in some instance [inaudible] publication process, in some instances referencing the volume of discussion of these problems in other bodies of literature will help us to attract attention and demonstrate the importance of these problems within our field.


So a couple of more approaches that I'd like to review briefly.  Theory-based evaluation, realistic evaluation, of course, is more qualitative, not a quantitative approach and in the end is not one that I'll discuss or that Martin will discuss.  This slide lists a couple of good applications of realistic evaluation, but a word of caution and warning in terms of the application of theory-based evaluation and realistic evaluation--these are approaches that those who have used them have indicated require a fair amount of additional development and experience in order to achieve the levels of replicability, reliability and so on, that we'd like to see.


Two quotes from the two articles that I listed on the previous slide are instructive, in each case the authors at the end of these articles commented on some of the practical lessons that they learned through the application of these approaches, namely the fact that they are not straightforward.  There's a fair amount of room for differences in judgment and discussion and debate in the kind of step-by-step consistent reliable approach that we'd like to apply in research, that's not yet available through realistic evaluation.  Now, having said that though, these are extremely valuable and we will offer a separate seminar a bit later this summer on realistic evaluation, but this is an area where additional method of development and experience will be needed in order to achieve the level of consensus and the level of development that would allow these approaches to be used consistently.


So the last approach that I'd like to mention is path analogy structural equation modeling and there are a number of different terms and as with many of the others, these are not entirely new to the quality improvement patient safety research and implementation science field.  They have been used, path analysis, at least based on my reading seems to have been used more often in the quality improvement patient safety literature--embodies research to examine the determinants of quality problems, to model current practice patterns and to model quality gaps, what we would label in the QUERI process as step 3 work, preimplementation work.  There aren't nearly as many examples [inaudible] structural equation modeling to the evaluation of implementation strategies. 


A couple of examples that are on this slide that are instructive that represent useful applications of these approaches in the field of implementation science, but the conclusion is that this particular approach seems to have considerable value and potential.  It seems to be considerably underappreciated, under recognized and under used in implementation science, and it does offer a quantitative modeling technique for examining and analyzing the effectiveness of implementation strategies in light of the kinds of mediating factors that we see, the moderating factors, the contextual factors.  As a consequence, this is the approach that we’d like to devote the rest of our time to in walking through the methods and providing at least a brief overview and introduction to path analysis and structural equation modeling and I would hope that at least some of you will become interested in exploring its potential value further.  So with that, let me switch to Martin, your presentation and turn the mike over to you.

Martin Lee:  Okay.  Thank you very much, Brian.  I appreciate that and I was kind of amused to hear you talk at the beginning about how your children and your colleagues are starting to be concerned about your question of whether you're getting boring in your old age.  As a statistician, I've lived with that problem all my life.  I get the typical eye rolling and the yawns whenever I tell people that's what I do for a living.


I'll try to avoid that particular kind of concern here today and we're going to talk a little bit about--and it's going to be a very cursory, almost a 30,000-foot view from the sky as far as this concept of structural equation modeling, which is this broad statistical characterization or term for a topic that covers a plethora of types of models and various--from simple to complex situations, involving the desire to connect the dots, so to speak, from your variables that describe the situation that you're interested in, to the variables that result as far as your outcomes are concerned.


As Brian mentioned, you have--what makes this so interesting and, of course, unfortunately, the word interesting usually connects to the word complex is that you have situations involving what in certain circumstances would be fairly simple where you have these moderators of effect and these can easily be modeled, usually by regression models, as we'll see in a minute.


Then, of course, you have these mediators which kind of mitigate and explain and come in the middle between the independent and dependent, your input and your outcome variables and somehow now you're trying to put all of this together into one big model.  Then you also have the interesting problem, as we'll talk about in a few minutes, the concept of variables that you can't even measure directly, which we call latent variables.  For instance, things like emotions and belief systems and so on and so forth that we try also to incorporate into the model by indirectly measuring other things that we believe in total measure, measure these latent traits.


Anyway, let's go to the first slide, Brian, well, we're going to just describe what structural equation modeling is.  We're going to give you a broad definition.  We're going to talk about some of the questions that we can answer, using this and the types of models that we can fit, using this broad concept.  We're going to talk about some of the assumptions and we're going to talk about how to identify models and set up testable models.


So, really, as I said before, this is going to be a 30,000- foot view of this.  The intricacies of this are in fact well beyond what we can do in 20 minutes and literally can take an entire course that we teach at the university.  So we really just want to give you a flavor for this and whet your appetite, so to speak, and then hopefully perhaps in future seminars, we can get into some more detail.  


So what is structural equation modeling?  Basically, it's an extension of what many of you are I'm sure familiar with, what statisticians call the general linear model.  In the general linear model, basically what you're thinking about and that's a fancy way for many people of just talking about regression models.  You have an outcome variable that's usually referred to as the dependent variable.  You have input variables, which are known as the independent variables and you're trying to fit typically a linear relationship because that's, needless to say, the easiest way to model things.  The world, unfortunately, isn't linear, but we try to linearize it as best we can. 


When we talk about the types of situations that Brian has described and what I was just alluding to a few minutes ago, we're really talking about multiple regression equations.  In other words, while we have independent variables and we have a dependent--or perhaps more than one dependent variable, they affect one another in different pathways.  As a result, there are actually all kinds of regression models floating around.  What we try to do in SEM is essentially connect all of them together into one global model.


You can think about that and conceptually that's pretty easy to visualize.  You can imagine that analytically and even to the extent of trying to interpret this becomes a much greater task.


Now the term SEM, as you can see here, encompasses actually any number of statistical procedures that really fall under this broad category we're talking about today, including latent variable analysis and I was alluding to that earlier, confirmatory factor analysis, where, in fact, you've established a model of factors that you may have determined from other procedures like exploratory factor analysis and now you want to see if, in fact, that it would hold up in the real world.  Causal modeling, LISREL analysis, LISREL being a program that we'll talk about a little later, growth curve modeling and so on and so forth.


Now what are the characteristics of structural equation analysis?  As I said, it's really the types of things that we need to do is we're going to have to estimate multiple relationships, dependent relationships between input variables, independent variables and outcome variables, dependent variables that are also inter related to each other.  So we're not talking about one equation, a second equation and a third equation all separate and standing alone, separated from one another, they actually interact even within the context of each model there are, in fact, relationships that go back and forth, not necessarily in a one-way fashion.


I think what's really interesting about this type of analysis is that there are these unobserved, again latent traits or latent variables that we're able to build into these models.  In other words, we've got--just like, for example, thinking about factor analysis is a good way to view that, where we have a number of questions and a questionnaire that we have and we've got answers to and then we try to connect the dots, when we recognize in a factor analysis that these questions all go together and represent a belief in religion or anger towards government, things that we define based on those variables and those represent, as I say, latent traits or latent variables because these are not things that you can actually say, "I'm going to measure this on someone."  How do you do that?  Well, there's no one particular variable or one particular measurement you can take and so we generate these things.  We can put these into these models and I think that's what  makes this such a useful tool.


Now the purpose of structural equation modeling is basically going to be determined by the predetermined theoretical relationship that we have in our minds.  In other words, this is kind of interesting, most of us think about statistics as,  "Okay.  Here's a bunch of data, now let's figure out what's going on there," particularly when we talk about regression modeling.  We know what our outcome is, we know what our input variables are and let's try to build a linear relationship between all of that, that's not what's going on here because there are so many different factors.  Brian showed a diagram a little earlier on in one particular case and I'll show you a few as we go forward here.  There are so many different factors that essentially in order to--SEM is not going to build the model from scratch, what SEM really does is confirm in a sense what we, as researchers predetermine what these relationships are between what we observe and what we don't observe.


The real key here is for researchers to explicitly state their a priori causuality model in order to basically use SEM properly.  Again SEM is not going to work from scratch.  You're not going to have a pile of clay here and say, "Okay.  Now let's zap it with some statistical techniques and boom now we're going to have this beautiful model coming out.  It doesn't work that way.


In the next slide we're basically looking at what are the steps in using SEM and when you look at this, I think many of you are going to see that and say, "Wait a minute, I've seen this diagram before and, in fact, it is the scientific method.  It's no different than what we normally do in research in general.  We have a theory, we gather some data.  We specify a model, we assess the assumptions of the model.  We see if the model fits the data, we evaluate the results and then, of course, we either accept or reject the model and then go back and start all over again, that's what science is and that's good to know that SEM is the same thing.


Now here's an example of structural equation modeling, a very, very simple one about the relationship between psychological breakdown and stress.  Now we know in the battlefield that extreme stress is going to lead to certain types of psychological problems, battle fatigue, post-traumatic stress disorder and also severe stress is believed to cause depression, anxiety disorder, psychosis and so on.  Now you notice this very, very simple diagram and we'll talk in a minute about how we start to build these diagrams, but this is a very, very simple one where you have stress, if you will, this is where we start from.  We start with an extreme stressful situation that in turn causes the distress, for example, depression or whatnot, which in turn causes other problems like psychosis, for instance.


Now you'll notice in this diagram that the arrows of stress and the initial consequences of stress then in fact point to more serious problems down the road, but you'll also notice that there's an arrow that goes back and forth between stress and distress 1, which means that they each reinforce one another and this all makes sense.  


Then you will also finally notice that there's an independent arrow outside of all of this because, for example, other issues that aren't even shown here in this simple diagram are causing let's say the psychosis or the depression and that could be external factors like family issues, marriage issues and so on and so forth that actually also mitigate the whole thing.  So even as a simple diagram you can start to see how complex these types of situations and, therefore, these types of models are going to be.


Now again just following up on what we've been talking about here stress causing distress and psychopathology--research wise, we're going to ask some questions here.  What we are interested in as researchers in this particular area, to what extent is this common belief true?  In other words we set up this model, as I said earlier, this diagram is set up in advance of ever collecting or looking at data, so what we're asking, first of all, is this common belief true?  Does stress really cause these other problems or is it just an old wives tale?  How much stress is needed to cause distress?  In other words, for every unit of stress however way we're going to measure that, how much do we expect the actual outcome to increase, so that's the typical interpretation of a regression coefficient and a regression model.


Then, of course, needless to say, there are a lot of people--a lot of, for example, soldiers in the battlefield who experience the exact same problem that don't result in these psychopathologies.  What explanatory factors are there that separate those people that do have these problems versus those that don't and those are the kinds of things that Brian was referring to before as moderating factors.


What is the difference between structural equation modeling and other procedures?  As we said earlier, multiple regression as we know it, several predictors and one dependent variable.  Even multivariate multiple regression, where you have several predictors and several dependent variables, but specifically there's still only one relationship.  So even though you might have a vector of outcomes, it's still going to be one single model to relate your independent variables to your dependent variables, that's too simplistic for the kind of situations we're talking about here.


What about some of the other procedures you know?  Factor analysis and we all pretty much have a pretty good idea what factor analysis is where we try to extract from a large set of variables a much more simpler set that we call factors.  Those don't simultaneously examine the interrelationship among these factors or even other factors or even other things that we're not observing in the factor analysis that could mitigate or operate on these factors.


Multilevel modeling because multilevel modeling, hierarchical models--some people refer to them as--don't handle some of these other issues we've been talking about.  Certainly multivariable models look at factors from the organization down to the individual in terms of their characteristics and how that affects the regression or whatever linear model we're using here, but it doesn't have a place for incorporating latent factors and multiple situations interrelating the levels if you will that you could do with structural equation modeling.


Now the neat thing about structural equation modeling is that we can incorporate latent variables and, of course, any time we can incorporate additional factors--we all know this about linear modeling or modeling in general--the more that you can incorporate into the model that helps to explain the outcome, then the more you reduce the error, if you will, in that model, and going back to what Brian was talking about early in his presentation, the more you can, therefore, identify treatment effects, whether it's the implementation versus control or whatever the treatment is.  The reduction of variants is what we're all about here.  Explaining away all of these mitigating and extraneous factors will, in fact, help us to identify even under difficult circumstances, better identify, the differences that may exist between the treatment and control group.


We're able to set up graphical models that--the path diagrams that we've been showing here and we'll talk a little bit more about in the next couple of minutes.  There are tests for model fit, you're able to include multiple outcomes, in other words, it's not just one dependent variable, we can model the errors and we can test coefficients across multiple groups.


We're basically trying to very simply--well, this sounds kind of complicated, this slide--what we're trying to do is model variation and we're trying to model variation as best we can, using the data.  So we're going to try to reduce or minimize the differences between what we expect the population variation to look like, based on our preconceived model, versus what we see with the data and that's what we're trying to do, we're trying to get the coefficients in the structural equation model to minimize these differences, based on what we expect.


So what do we have here as far as input is concerned?  Well, we have our independent variables, we have predictors, we have dependent variables, we have out outcomes and then we have mediating variables and, of course, we also have moderating variables, although we're just going to talk briefly in this next example about father's occupation, the child's occupation and what mediates and what helps to predict one from another.


Just so you have some terminology in your tool belt here, we have different--the SEM has its own terminology.  We have the manifest or observed variables, those are things that are measured that are potentially indicators of something that we can't measure, which we've been using the term over and over again here called latent variables.  We have path diagrams, which is a visual representation of the relationships among variables.  


We have the measurement model, which is the relationship between what we observe and the latent variables and then we have the structural model, which is the relationship among the latent variables and then, of course, this is often what I've pointed out here, is the risky part of this because now you're talking about relationships between things you don't observe, but only infer and this is where the models can very easily breakdown.


You kind of do this in stages here as the note mentions.  You're going to fit the measurement model first and see if it's correct, and then you're going to see whether the structural model is obviously fitting properly because obviously you can't have a structural model without knowing what you observed affects your latent variables.


So now let's just talk very quickly about path diagrams and you've probably seen these in the literature.  You have the ovals which represent the latent variables, you have the rectangles, which are your observed variables.  You have correlations or relationships that--in other words, interrelationships between variables that are given by [inaudible] and then you have the directional effect.  One implies the other based on straight arrows.


The next slide gives you an example of this and I'll just briefly mention this one we have the relationship between undergraduate success in school and graduate success in school and there's a direct relationship, as you can see between those two latent variables.  Obviously success--what does that mean?  That's a latent trait, it's kind of the thing we know it when we see it, but what does it really mean and the actual observed variables, of course, are as an undergraduate their GRE scores and their GPA and then you have the graduate school success, which is measured by publications and GPA potentially and so you can see the interrelationships here and, in fact, there's correlations.  The e1, e2 , e3, e4 are the errors in each of these parts of the model and you can see, of course, there's going to be correlations between these observed and latent traits, which, not surprisingly--the GPAs, for instance, in undergrad and graduate school environments are obviously going to be related.  Then there's other factors as well that go into this that are extraneous to the model, they're labeled d1 here.  So this just gives you a very rough idea.


The types of models you can fit, using structural equation modeling, including the path analysis that we talked about here, mediation models, factor analysis models for developing scales, longitudinal models, in other words, models over time and then reciprocal causality models, in other words one implies another versus back at you.


Here's a simple example in this next slide of a path analysis: Is there an indirect effect of the quality of a father's job on a child's job quality?  Here, you can see very simply the kinds of things that we've been talking about in a very, very simplistic model, where what we measure--not necessarily even measure, but what might be latent variables here: are quality of the father's job, the quality of the child's job and how one relates to the other, but are mediated, of course, to a great degree by how much the child's education has been accomplished.


On the next slide we can see another example of this, which is the confirmatory factor analysis model--I guess we skipped a slide here, so we'll move on.  The reciprocal causality model is the slide you're seeing here where IQ scores--we're jumping--we're getting close to the end here and I've got a lot of slides left, so I think what we should do is talk about real quickly the requirements and assumptions here because we're running out of time.  Essentially we require do to structural equation modeling a reasonable sample size, we need normal distributions.  This is more so than pretty much in any kind of statistical situation that we deal with.  We need complete data because incomplete data causes problems in terms of having to throw out cases and so then you have to handle missing values.  You need a theoretical basis for the model specification and most importantly you need linear relationships between all the different types of variables that you put into the model.  With that, I guess I'd best stop at this point because we want to leave a few minutes for questions.  Clearly, there's a ton of other things that we could be talking about and we'll certainly try to do that in a future seminar.  So I'll turn the mike back over to our moderator.

Moderator:  The first one and you may have covered this thoroughly: "What are contextual factors?  Can you give some examples?"

Brian Mittman:  Sure.  The examples that are typically discussed in the implementation field.  If we were talking about organization level quality improvement or implementation or organization level strategies, you include factors such as organizational culture, size, staffing, instability, budget and budget sufficiency, leadership engagement.  So they're essentially characteristics of the study site, the organization that play a major role in influencing the effectiveness of an implementation strategy, as well as influencing implementation outcome.

Moderator:  Thank you for that response.  The next question is actually just a comment, "One of the references you had for Greenhall and [inaudible] Malone was not quite the full citation, but if you do plug it into Google, it is the first hit," so make note of that, attendees.  The next question: "Isn't the required sample size for SEM prohibitive in most cases of implementation evaluations?"

Martin Lee:  Not necessarily.  There's kind of a rule of thumb here and I didn't get to it, but the rule of thumb is that--this is from a paper by Bentler and Child, 1987, that you need five cases minimum per every estimated parameter in your model, so if you total up everything you have, you can get a rough idea.  A paper by Loland in 1992 based on doing Monte Carlo or simulation studies of these various models recommended at least 100 cases, but 200 is better for modest models, in other words, relatively simple ones.  Obviously the larger the model, the more complex the model is, the more cases you have and so I think that rule of thumb is five cases minimum and other people have even gone so far as to say eight is a better choice that can kind of guide you, so, depending on how complex the model is you can decide pretty much what's your sample size.  But in a modest type of situation, it's not necessarily going to be that large.

Moderator:  Thank you for that response.  The next question: "Are there multilevel SEM models that people can run?"

Martin Lee:  Yes.  I mean you can incorporate the hierarchical structure into an SEM because all those factors that normally go into a hierarchical model can be incorporated into a more global setting that we're talking about here.  Like I said the organizational structure, the physician variable, patient characteristics, all of those can go in.  The only problem, of course, you're faced with is how to put that all together into an interrelated--like a path diagram, but that's just a matter of some careful thinking.

Moderator:  Thank you for that response.  The next question we have: "Can you explain the mathematical aspects of structural equation models in non-mathematical language?

Martin Lee:  [Laughter]  I think the easiest way is just to visualize it.  Think about trying to set up a bunch of simultaneous regression models all at once that also interrelate to one another.  So you're all familiar with lead squares, it's kind of like a really super-duper difficult lead square kind of problem [laughter] and I think that's probably the easiest way to put it.

Moderator:  Thank you for that response, the last question we have: "Why is SEM useful if it makes a strict requirement of normal distribution of mediators and linear relations among variables?  These are very unrealistic assumptions."

Martin Lee:  I agree that the world--and I tell my students this--the world is neither normal nor linear.  However, if you think about pretty much everything that we do in terms of modeling, whether it's the basic type of linear modeling or SEM, we're ultimately forced into these types of assumptions because ignoring these things results in models that are virtually impossible to try to fit to our data.  Now that doesn't mitigate the problem.  I completely agree with what the questioner said, but what we need to do then is we need to look for things like data transformations and ways to fit the model a little better.


We all know about nonparametric methods that we use in fairly simple statistics.  Unfortunately, they don't exist under these complex circumstances, so we kind of have to be guided by the structure that we have here, but there are ways to get data into a bit closer to these assumptions and I think one can also say--I think there's some research out there that says the models are pretty robust against some deviations from these assumptions.

Moderator:  Thank you for that response.  While I do have the audience's attention, I do want to make note of our next query implementation research seminar, which is taking place next month on June 14th at 12:00 p.m. Eastern and that will cover sustainability of evidence-based practices, concepts methods and findings.  That will be presented by Shannon Wiltsey-Stirman and at this time I would like to invite Drs. Mittman and Lee to make any concluding comments.

Brian Mittman:  Just my thanks, Martin, for co-presenting with me and, Molly, for your support.  We look forward to having many of you joining us next month at the sustainability talk.

Martin Lee:  I echo what Brian just said, thank you all for the opportunity to do this.

Moderator:  Excellent.  I too want to thank our attendees for joining us, please do look for the follow-up e-mail in the next day or two, which will contain a link to this recording and also a copy of the slides.  We do have one question that came in, I'm going to pass it along to Drs. Mittman and Lee and they can reply to you personally.  This does formally conclude today's HHSR&D cyber Seminar.  Thank you for joining us.


[End of Recording]
