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Paul:	It is my pleasure to introduce Christine Chee. She is going to give a presentation on Research design. My role will be a small one, and just to facilitate bringing your questions to her attention. Christine is our esteemed colleague, health economist here at HERC working on a number of projects. She came to us with her PhD from Columbia University. Christine…. 

Molly:	Alright, Christine are you ready to share your screen?

Christine Pal Chee:	I am.

Molly:	Excellent. You should see that pop up now. Excellent, we are all set to go.

Christine Pal Chee:	Okay, thank you. Thank you a lot Molly and Paul. The topic of today's lecture is research design as Molly and Paul just mentioned. This is a particularly, and for an issue in health services research. Because of the questions that we want to answer require us to identify and estimate a causal relationship of some sort. 

These are questions like does the adoption of electronic medical records reduce healthcare costs or improve quality of care? Or, did the transition to Patient Aligned Care Teams in VA, primary care, improve quality of care and health outcomes? Yet another question is what effect will the Affordable Care Act have on the demand for VA healthcare services? 

Each of these questions asks about a causal relationship and are ideally studied through randomized controlled trials. We will talk a little bit more about why randomized controlled trials are considered the gold standard for answering questions like these. But randomized controlled trials are not always possible. The alternative is to use observational data; which we have a lot of in the VA. The question then is when can regression analysis of observational data answer these questions? The answer to this question is the focus of our lecture today. Before we begin, it would be helpful to get a sense of the group's familiarity with regression analysis. I would like to ask Molly to help us put up a poll. 

The question is how would you describe your familiarity with regression analysis? You can select the first option; regression is my middle name. If you have an advanced understanding of regression analysis and have run many regressions before. The second option is I have run a few regressions and get the gist of how they work. If you have a working knowledge of regression analysis and have some experience running regressions. The third option, and I took a statistics class many years ago. If you have a basic understanding of regression analysis; the details and mechanics are somewhat opaque. The fourth option, what I a regression? If you have no prior knowledge of regression analysis. 

Molly:	Thank you very much. Well, we have had almost 80 percent of our audience vote, a very responsive group. We really appreciate that. It will help Christine have an idea of how much she needs to go over in the beginning. Alright, we have maxed out at about 84 percent, 85. I am going to go ahead and close the poll now, and share those results. Christine, you are welcome to talk through them, if you would like.

Interviewer:	Okay. Thank you, Molly. It looks like we have a range of backgrounds present today. About 20 percent of people are very familiar with regression analysis; and 38 percent are somewhat familiar with regression analysis, and have some experience with it; 27 percent have a basic understanding of regression analysis; and five percent are new to regression analysis. I would say this is a pretty wide range. It is great that there is such a broad interest in this topic. But I think given the range of backgrounds present today, it will be important to keep in mind that some of what we cover today will be new to some and review for others. 

We will do our best to keep the material both assessable and relevant to the group. But if anyone has any questions, you can submit them through the GoToWebinar platform. We will try to address and clarifying questions as they come in. But we will also save time at the end to take other questions. We will follow up, if there are any others we do not get to.

Molly:	Thank you. Christine, you do have the popup to share your screen again. Although, you might need to come out of full screen mode just to view that. 

Christine Pal Chee:	Come out of full screen mode?

Molly:	Yeah. It might be hidden behind your slides.

Christine Pal Chee:	I see. I actually do not see it, Molly.

Molly:	No problem. No problem. We will give it a go again. That is….

Christine Pal Chee:	Here it is.

Molly:	You should see the popup now. 

Christine Pal Chee:	Molly, it popped up and then disappeared.

Molly:	Okay. Let us try it one more time. Thank you, everybody for your patience. As you know, working on an all technological platform does have its hiccups. Do you see that now?

Christine Pal Chee:	I clicked on it.

Molly:	Okay. Well, let me try something else. Okay, I seem to have isolated the problem. Here we go.

Christine Pal Chee:	Okay, perfect, back on now?

Molly:	Yeah.

Christine Pal Chee:	Okay. Let us actually get started now that the screen is back. The goal of today's lecture is to provide a conceptual framework for research design. To do that…. Sorry, Molly, I want to make sure that everyone can hear me. I have a window that says there are difficulties with the audio conference.

Molly:	Yeah. Actually, you are coming through quite loud and clear. But our attendees are always welcome to write in to the question section, if they are having difficulties hearing. But you are good so far.

Christine Pal Chee:	Okay, thank you. I am sorry about that, everyone. To get back, and to return to our objectives. The goal will be to provide a conceptual framework for research design. To do that, we will first review the linear regression model, which was covered two weeks ago in the lecture that Todd gave. We will define the concept of exogeneity and endogeneity. Finally, we will discuss three forms of endogeneity. These are omitted variable bias, sample selection, and simultaneous causality. Since the focus of this lecture is to provide a conceptual framework for research design, I will focus more on the definition and a few examples of each form of endogeneity. It provides just a brief overview of possible solutions. 

All research begins with a research question. This is the thing we are dying to know. Arguably why we researchers do what we do. In our context, the question usually looks something like this. What is the effect of X on Y? To start, we will use the following as an example. What is the effect of education on health? In other words does completing more education improve health? The answer to this question is important for a number of reasons including the fact that policies that impact educational attainment could also affect population health. 

These affects are important to keep in mind. In order to empirically answer our question, we need to construct a regression model. Here we will focus on the linear regression model. This is what Todd covered in the last lecture. But the concept we covered today about research design, and exogeneity, and endogeneity will generalize to other models as well. The standard regression equation will generally look something like this where Y is our outcome variable of interest; X1 is our explanatory variable of interest. X2 is control variable or an additional explanatory variable of interest. 

Here we can have many of these included in the regression model. e is our error term. Here, because X1 and X2 are used to predict or explain why E could be thought of as the difference between the observed and predicted values of Y. In addition, since X1 and X2 are used to explain Y, we can think of e as containing all other factors besides X1 and X2 that determine the value of Y. Beta 1 is the change in Y associated with a unit change in X1, holding constant X2 or any other – or, and any other control variables we include as our regression model. Beta 1 hat is our estimate of beta 1. This is derived from the data we have. 

Now, the important thing to keep in mind is that this regression model specifies all meaningful determinates Y. I will elaborate more on what I mean by all meaningful determinates in just a bit. But before doing that, we will return to our example of health and education just to make this regression model a little bit more practical. In that example where we are interested in the effect of education on health, we can specify a simple regression model that looks something like this. Here, health is our dependent variable. Education is our independent variable. e, our error term contains all other factors besides education that determines health. These factors can include things age, gender, diet, genetic make up, and so on. The question we are concerned with today is…. 

Actually, I should also mention that beta 1 is the change in health associated with an increase in education. The question is _____ [00:11:41] does our estimate of beta 1? The beta 1 hat estimates the causal effect of education on health. For beta 1 hat to estimate the causal effect of education on health, it must be the case that education is exogenous. What does exogenous mean? In the context of a regression model with a dependent variable, Y, and just one explanatory variable of X; X is exogenous if the conditional mean of the error term given X is zero. When this is true, we have conditional mean independent. 

We say that X is exogenous. I realize this is a little bit cryptic, but what it practically means is that knowing X does not help us predict e. Remember that e is the difference between the observed and predicted values of Y. This is how far off our prediction is from what we actually observe. e contains all other factors besides X that determine the value of Y. This means that information other than X does not tell us anything more about Y. For a given value of X, that is once we take X into account, the expected value of the error or all other factors that determine Y is zero. We actually have no other information about those errors and about Y. When that is true, the error is basically noise. 

Now conditional mean independence implies that X and e, the error term, cannot be correlated. This is always the case in a randomized controlled trial where there is perfect randomization. We will see why that is the case. In the context of a randomized controlled trial, we might specify the following regression model to evaluate the effect of treatment on _____ [00:14:00]  – on the _____ [00:14:01] variable we are interested in. 

Here, the error term, e, can include things like age, gender, preexisting conditions, income, and education, anything that helps determine the outcome variable we are interested in. In randomized controlled trials, treatment is randomly assigned. Because treatment is randomly assigned, treatment and the error term are independent. This implies that treatment is exogenous. Now, in observational studies, treatment is generally not randomly assigned. The best we can hope for is that treatment is as if randomly assigned un the event that all other factors other than treatment do not help us predict Y. 

Now returning to our example where we are interested in the effect of education on health, we have the following regression models. Now in order for our estimate, beta hat, to estimate the causal effect of education on health; and I mentioned earlier that education must be exogenous. That means all other factors besides education do not tell us anything more about health. In the context of randomized and controlled trial where people are randomly assigned different levels  of completed education, education would be exogenous. But that is a very strong condition. 

We know that education is generally not randomly assigned to people. Generalizing further or just taking a step back, to think more broadly about this; in observational studies it is often the case that our explanatory variable of interest is not exogenous. When X or explanatory variable of interest is not exogenous, X is endogenous. This is always true when X is correlated with our error term. When X is endogenous, beta 1, our estimate beta 1 hat is biased. Beta 1 hat is unbiased, if the expected value of beta 1 hat is equal to the true value of beta 1. If beta 1 is biased, then it is. Then its expected value is not equal to the true value of beta 1. If beta 1 hat, our estimate is biased, then it will not estimate a causal effect of X on Y. Instead it will measure the correlation between X and Y. 

You have probably heard this many times before that correlation does imply causation. For a silly example of how this is true, we can consider the correlation between the number of people who bring umbrellas to work; and whether or not it is raining outside. I was positive that there was a very strong and positive correlation between the two. However, I think we can all agree that we cannot say that bringing an umbrella to work actually causes it to rain. We just know that bringing an umbrella to work is correlated with it raining outside. The distinction between correlation and causation is pretty obvious in the example here. But it is not always the case in our research. 

Oftentimes it is more subtle. We often run into issues of endogeneity, which raise concerns about whether we can make statements about causality. The concept of endogeneity is actually very important. For the rest of our time, we will focus on this issue of endogeneity. Specifically, we will discuss three common forms of endogeneity; omitted variable bias, sample selection, and simultaneous causality.

For each form, we will discuss the definition and provide examples, and a brief overview of possible solutions. The first form of endogeneity, we will discuss is omitted variable bias. This arises when two conditions are true. First, it must be the case that a variable that is omitted from the regression model is a determinate of the dependent variable Y. Second, it must also be the case that the omitted variable is correlated with our regressor, or the explanatory variable we are interested in. In our models, that was X. Omitted variable bias leads our estimate beta 1 hat to be biased. That is because our estimate also captures the correlation between the omitted variable and the dependent variable. It is not just capturing the effect of our independent variable and dependent variable. 

To demonstrate this, we can return to our basic regression model. Here, we are interested in the effect of X on Y. But let us say that another factor, W, determines Y. If W determines Y, then it is included in the error term. If X and W are correlated, then it is also the case that X and e, the error term are correlated. That is because W is included in e. If X and e are correlated, then X is endogenous. Our estimate beta 1 hat is biased because it also captures the correlation between W and Y. now let us think about this in the context of our example where we are interested in the effect of education on health. 

To evaluate whether education is exogenous, we will ask two questions. The first is besides education, do any other factors determine health? Next, are those factors correlated with education? We will consider two factors, income and social networks. First, let us look at income. The first question is does income effect health? I think in general, individuals with higher incomes are probably more able to afford goods and services that promote good health. If that is true, then yes, income affects health. Next, we ask is income correlated with education? I think it is the case that individuals with higher levels of income tend to have higher incomes. Yes, income is correlated with education. Because these two things are true, income does affect health. Income is correlated with education; our estimate of the regression coefficient on education will not only pick up the relationship between education and health, but it will also pick up the relationship between income and health. Because income is correlated with education, it also effects health. 

Second, let us think about social networks. First, can social networks affect health? I would say yes, individuals with greater or stronger social networks may be more able to obtain better healthcare. Next, could social networks be correlated with education? I think the answer to this is also yes. Individuals with higher levels of education are probably more likely to have social networks that facilitate access to better healthcare. Because these two things are true, it is also the case that our estimate of the coefficient on education picks up this relationship between social networks and health. 

Here, we have another example of an omitted variable. How do we overcome omitted variable bias? One, we could implement multiple linear regression. What we do there is identify all sources of omitted variable bias and include all – each of these factors in the regression model. The important thing is that we have conditional, mean, and independent. That is after accounting for all included regressors, our explanatory variable of interest is exogenous. That means that no other factors help us predict our outcome variables. But the reality is it is often not possible to include all omitted variables in our regression. 

The example we just went through, we probably have limited or no information on  a person's social networks, or their intelligence, or family background. Each of these things probably affect health and are correlated with education. In that case, we can return to the gold standard. That is the randomized control trial. But we know that these are often not possible. Alternatively, we could make use of a natural experiment, if it is available. A national experiment will lead to circumstances where treatment is as is randomly assigned. 

We will talk more about this in the lecture in two weeks on April 8th. Other options include fixed effects . Here, we can utilize panel data. Panel data includes multiple observations for a unit. Here we have the same observational unit. Say a person, or a household, or a facility observed at different points in time. 

We can implement fixed effects regression to control for unobserved omitted variables that do not change over time. The important thing to note here is that fixed effects regression will only take into account our control _____ [00:25:13] factors that do not change over time. If our omitted variables do change over time, then this would not be a solution. Another alternative is instrumental variables regression. 

What we can do here is utilize an instrumental variable that is correlated with our independent variable of interest. But uncorrelated with the omitted variables. This instrumental variable will then affect Y only through X, our independent variable. But it is not correlated with the omitted variable. It removes omitted variable bias. We will talk more about this in a few weeks on April 22nd. 

Now, we will move on to sample selection. This arises when a selection process influences the availability of data. The selection process is related to the dependent variable Y beyond depending on X. This leads our estimate beta 1 hat to be biased. This is actually a form of omitted variable bias where the selection process is captured by the error term. This induces correlation between the regressor X, and our error term e. To provide some intuition for this, I will go over two examples that highlight this issue of sample selection. 

First, let us say we are interested in evaluating the effect of a new tobacco cession program on quit rates. This tobacco cession program is offered to all patients in a facility. A simple regression model could look like the following. Here we are interested in the effect of treatment or participating in the program whether or not someone quits. Effectively what we are doing here – 

Paul:	I think, so, we have just lost the audio. Christine will try to say what is….

Molly:	Paul, her audio is still coming through actually. You may need to disconnect your headset and plug it back in.

Paul:	Molly, do you have any way to debug this, or?

Molly:	Can you hear me?

Paul:	I will let Christine know that we cannot hear her.

Molly:	Her audio is still coming through. Go ahead, Christine.

Christine Pal Chee:	Okay, thanks Molly. Returning to this example where we are interested in evaluating the effect of a tobacco cession program on quit rates. We can specify our regression model as the following. With quit rates or whether or not someone quits as the dependent variable. Whether or not someone receives treatment or participates in this program as the explanatory variable. What we do here is effectively, we compare patients who participate in the program with patients who do not participate in the program. 

Paul:	I cannot hear _____ [00:28:36].

Christine Pal Chee:	I am sorry about that. Paul, just came to check in on me to make sure my audio is working. But what we are effectively doing here is comparing patients who participate with those who do not participate in the program. We will have sample selection if individuals who participate in the program are more or likely to quit to begin with. Now, these patients who participate in the program might already have a desire to quit or be more motivated to quit to begin with. Here, we will have selection into treatment. We will have selection bias because patients will select into treatment. 

In another example, let us say we want to evaluate the effect of a new primary care model on patient satisfaction. Let us say this primary care model is rolled out only for some patients at a facility. We want to estimate the following regression model. Here, we are interested in the effect of whether or not a patient receives a new model on his or her level of satisfaction. What we are doing here in this regression model is comparing patients who receive the new model to those who do not receive the new model. 

We will run into problems if patients who do not like the new program just stop coming to the facility and receive their healthcare elsewhere. That is because if patients leave the facility, we no longer have any data for them. We do not observe them in the data anymore. That means that the remaining patients who are in the new model and who we do observe data for are probably relatively satisfied or relatively more satisfied. Again, this causes the selection process to influence the availability of our data and introduces of issues of sample selection; which will bias our estimates of the effect of the explanatory variable we are interested in and the outcome variables. 

The solutions to sample selection will depend on the nature of the problem. But some options or some possibilities include – are both standards, the randomized controlled trial; a national experiment, if one is available. I mentioned earlier, we will talk more about this in two weeks. We can also implement or make use of sample selection and treatment effect models. These model the structure of the selection process. We can account for it. I have listed some resources, if anyone would like to look into these models more. Instrumental variables regression is also an option. We will talk more about this. 

Finally, we will discuss simultaneous causality. This arises when there is a causal link from X to Y. There is also a causal link from Y to X in this equation bias. It leads our estimate – it leads our estimate beta 1 hat to be biased because reverse causality leads our estimate to pick up both effects. To see what this might look like, let us say we are interested in estimating the effect of primary care visits on health. Because we believe that visiting your primary care doctor improves health. We can specify a very simple regression model that was like the following. 

Here, primary care visits is our independent variable or our right-hand side variable. Health is our dependent variable. Now, if a person's health also effects the likelihood of making a primary care visit, then we also have the following relationship. Here we can specify a model that reflects the effect that health might have on primary care visits. If both of these relationships hold, then both equations are necessary to understand the relationship between primary care visits and health. We have two simultaneous equations; one that specifies the effect of primary care visits on health. The second that simplifies the effect of health on primary care visits. 

Now, suppose a positive error leads to a higher value of health. This will correspond to better health. We have a positive error. We have a large positive error, e; which causes an increase in health. Now, if gamma 1 is negative. It is less than zero; which means that people with greater health are less likely to visit their primary care doctors. Or, being in greater health will cause you to be less likely to visit your primary care doctor; then a higher value of health will lead to a lower value of primary care visits. That is because we believe that there is a negative relationship here. In this case, we have at a positive error e in the first equation  leads to a lower value of primary care visits. 

We see that in this, the second equation. This means that primary care visits, and e, the error term are correlated. Because an increase in the error term will lead to a decrease in primary care visits. Now, if primary care visits and e are correlated, then our estimate of beta 1 – beta 1 hat, which was our estimated effect of primary care visits on health. That estimate will be biased. Because it does not just capture the effect of primary care visits on health. But it also captures the effect of health on primary care visits. Solutions to simultaneous causality include again, the randomized controlled trial. The randomized controlled trial here can eliminate the reverse causality channel. In our example, we could randomly assign patients primary care visits so that primary care visits do not depend on health. But this is generally not feasible. We could rely again on a national experiment, if one is available to estimate the effect of primary care visits on health. 

Finally, we could also make use of instrumental variables regression, if there is an instrumental variable available that is correlated with X. here that would be primary care visits. But it is uncorrelated with the error term. Since the error term contains all other factors that determine our dependent variable. This means that the instrumental variable does not otherwise determine Y, our dependent variable. We will talk more about this in a few weeks. 

Now to wrap up in this lecture, we discussed concepts of exogeneity and endogeneity, and common forms of endogeneity that will lead our regression estimates to be biased. An important underlying point in this discussion is that good research design requires an understanding of how the dependent variable is determined. Because our regression model basically is a conceptual model where we think about what factors determine the dependent variable. We need to ask is the explanatory variable of interest exogenous? Are there omitted variables in our regression model? Is there a sample selection? Is there simultaneous causality that leads our dependent variable to also determine the explanatory variable? 

Exogeneity is important because it is necessary for the estimation of a causal treatment effect. If we do not have exogeneity, then all we have is a measure of correlation. Understanding sources of endogeneity can help us understand what our regression estimates actually estimate and the limitations of our analyses. It can also point to some appropriate methods to use to answer our research questions. That is all I had for the lecture portion. We wanted to save time to answer any questions. We can go ahead and do that now.

Molly:	Thank you very much, Christine. I am just going to check in with Paul. Do you have audio, Paul?

Paul:	I do.

Molly:	Okay, excellent, thank you. For our attendees that joined us after the top of the hour, if you are looking where to submit your question or a comment, simply use the question section of the GoToWebinar dashboard that is located on the right-hand side of your screen. Just plus, and click the plus sign next to the word questions. That will expand it where you can type your question or comment in. We will get to it in the order that it is received. Paul, I am not sure if you wanted to address the one question that did come in earlier?

Paul:	Yes, I did give them a brief answer. But they asked…. Yes, I just got to scroll up and find it here. I was not the only one who had trouble with audio. I am afraid, too, we have got a few other comments about that. Okay, please explain the idea that the model specifies all meaningful determinates of Y? It was the idea that we improve the mind. That was back early on.

Christine Pal Chee:	Sure. I can take a stab at that. This came up. Let me actually go back to that slide. Okay, go – almost there. That was at the very beginning of the lecture. We wanted…. Here we go. They wanted to put up the regression model. Here I mentioned that the regression model specifies all meaningful determinates of Y. 

What I meant there is that we have these right-hand side variables, X1 and X2. In other models, we could include more right-hand side variables. But the model would specify all meaningful _____ [00:41:01]. But what I meant there – sorry, I am trying to collect my thoughts – is that when we include a regression model like the following; here we have two explanatory variables. If we are interested in understanding the causal relationship between one of these right-hand side variables, and the dependent variable, it must be the case that the included variables are the only meaningful determinates of Y. We do not have omitted variable bias. We do not have selection bias. We do not have simultaneous causality; which would cause other factors that are included in our error term e to also be meaningful determinates of Y; which could bias our estimates of either pure beta 1 or beta 2.

Paul:	Well, we do not have any other questions. But I could ask one of my own. Is there any test that shows that you actually need this? That you are variable is truly exogenous? That is you are not correlated with error term. That policy variable or the X of interest does not correlate with the error term?

Christine Pal Chee:	Paul, there are some tests you can do. But in general, I believe that the most important test is actually being able to tell this story. For a Y, your included variables are the only meaningful determinates of Y. here, I think it is important to understand that the linear regression model is a conceptual model that specifies how our dependent variable is determined. It is important to basically think through the regression model and how we believe our dependent variable is determined. 

Here, one example we looked at was trying to understand the affect of education on health. What we had to do there was think about what factors might affect health? What factors might determine health? Would they be correlated with the explanatory variables we are interested in? I think ultimately what it comes down to is being able to understand the context and be able to tell a very compelling story for why we have or do not have exogeneity. 

Paul:	Great. We have some questions here. Someone asked what is the difference of the fixed effect and random effect models regarding endogeneity and the exogeneity?

Christine Pal Chee:	The fixed effects and random effects models are different. In the fixed effect model, what we do is we control for factors that do not vary across time. For an example, if we were to have a panel data set that had observations for people, and many observations for people. Let us say an observation for a person every year for ten years. When we include fixed effects, or individual fixed effects, what we do is we control for a person level characteristics and factors that do not change over time. 

These are factors that can vary across people, and across individuals but not within a person. An example of factors is that an individual fixed effect might take into across are family background. We know that family backgrounds vary across people. But a person's family background will stay constant over time. A child – his or her child experience will stay constant over time. Another example may be intelligence. 

Now, the important thing to note is one main difference between fixed effects and random effects models that is the underlying assumption. In fixed effects model, it is possible for the fixed effects to be correlated with the explanatory variables of interest. In fact, that is why we are including the fixed effect. We are trying to control for omitted variables that are correlated with our explanatory variables of interest. That is the assumption of fixed effects regression. Or, that is – that the fixed effects. I am sorry. 

That is not an assumption. I will restate that. But it is possible for the fixed effects to be correlated with the explanatory variables of interest. In fact, that is why we include them. In random effects models, the assumption is actually that the random effects are not correlated with the explanatory variables of interest. 

This is, in fact a very strong assumption; which is why in general omitted variable biased, we favor the fixed effects model as a solution to omitted variable biased. I hope that answers some of the question. For whoever asked it, if you have further questions about this, we can follow up offline. You can send me an e-mail.

Paul:	We have another question, which is – and pardon my cough that I mad there. Could you elaborate on the question of sample selection and endogenous treatment effect? If possible, provide references?

Christine Pal Chee:	Sorry Paul, what was that last part? Is it possible to provide references?

Paul:	References, yes. Maybe we can just ask them to write us, if they still have a question after you give your answer.

Christine Pal Chee:	Sure. The first question was what is the relationship between sample selection and endogenous treatment?

Paul:	Yes.

Christine Pal Chee:	Is that it?

Paul:	Yes, please elaborate on that relationship between those?

Christine Pal Chee:	Okay. I have provided two examples. In the first example, we were interested in evaluating this fact of a tobacco cessation program on whether or not someone quits. What we could do there is look at the effect of participating in the program on whether or not someone quits. An issue we run into there is that treatment or participation might be endogenous. That is because people in this case will select into participating in the program. 

Those patients who choose to select or choose to participate in the program might already be motivated to quit. They might already want to quit. There might be something about them that is unobserved to us and that effects whether or not they quit. But that is also correlated with whether or not they participate. In that case, treatment…. Excuse me. In that case, treatment is correlated with some omitted variables. This would be an example of omitted variable bias. I think that was the question about endogenous treatment.

Paul:	Great. Then someone else – someone asked if you could briefly explain? They understand that there will be a lecture on instrumental variables. But if you could briefly explain what they are and how they work?

Christine Pal Chee:	Yes. This is a very brief explanation. I would encourage those who are interested in learning more about instrumental variables to log on to the lecture on April 22nd. But the idea behind instrumental variables and regression is that – so, let us back up and think about the research question we are interested in. Say, we are interested in the effect of some X on Y. But we have – we know we have issues of endogeneity. For example, we know that there are omitted variables that are correlated with our treatment X. That also determine the dependent variable we are interested in. 

The main idea behind instrumental variables is that the instrumental variable is correlated with X. That is the treatment that we are interested or the explanatory variable we are interested in. It is correlated with or it effects X. But the key point about instrumental variables is that they are uncorrelated with the error term. They are uncorrelated with the omitted variables that might be causing our – 

Paul:	Christine, do you actually…?

Christine Pal Chee:	– Estimate to be biased.

Paul:	You have a slide on this, right?

Christine Pal Chee:	That is the key insight behind instrumental variables. Because there is something, this instrument that effects the explanatory variable we are interested in; but it is otherwise uncorrelated with our error term, we can make use of that to isolate the exogenous. What we call the exogenous variation in X. 

Paul:	Christine, you have a slide that illustrates this, right?

Christine Pal Chee:	Instrumental variables?

Paul:	Yes.

Christine Pal Chee:	I do have a full slide that is animated in the instrumental variables regression lecture. But here I think – 

Paul:	No.

Christine Pal Chee:	– Everything was just a brief description. It was just a bullet point about instrumental variables. 

Paul:	Okay. Then someone asked what if a completely known – that is, for example, _____ [00:51:38 to 00:51:39] variable is correlated with e? This conceptual model would argue that e is causal estimator. But the inference may be wrong. How can one be sure?

Christine Pal Chee:	Paul, can you repeat that question?

Paul:	Sure. What if a completely unknown or not yet studied variable is correlated with e? The conceptual model would argue that B hat is a causal estimator. But that inference may be wrong. How can one be sure?

Christine Pal Chee:	Let me understand this properly. There is some unknown variable that is correlated with the error term. I think then – so, let us back up and think about the regression model. We have a dependent variable that we are looking to explain or predict. That is Y. That is the left-hand side variable. We have a number of right-hand side variables, X or _____ [00:52:40] that we believe determine or explain Y. 

We have our error term, which contains all other factors that determine Y that we did not specifically include in the regression model as a right-hand side variable. If there is an unknown variable that determines Y, then it is the case that it is included in the error term. I guess the question here is what if there is unknown variable in – an unknown variable that effects Y?

Paul:	Christine, maybe it is the same question I asked earlier. How can I be sure that you have not left something out? That there are not any important – 

Christine Pal Chee:	This is where – 

Paul:	– Omitted variables?

Christine Pal Chee:	This is what I was trying to get at that, my explanation about the conceptual model. This is where the contextual knowledge and understanding of the context is very important. It is important to understand what factors might effect or might determine our dependent variables. To think through whether those factors are correlated with any of the variables that we are interested in and that we include in the regression models. Then in doing so, we can think about whether the explanatory variable we are interested in is exogenous given that we controlled for N minus one other variable. 

Here I would return back to the conceptual knowledge and understanding. We do the best that we can. Hopefully, we can run things by others. Maybe others will have insights that we do not have. But again, I think that was the most important thing was thinking through research design. 

Paul:	Then someone says many thanks, but clarify – it says IVR. I guess they mean instrumental variables regression – it can be used to deal with a situation of simultaneous causality.

Christine Pal Chee:	Yes. An instrumental variable – so, and with simultaneous causality, we have that some variable X effects a dependent variable Y. But it is also the case that the dependent variable Y effects our explanatory variable X. We could use instrumental variables, regression to solve this issue, if there is an instrument available. In that case, we would have an instrument that effects, that exogenously affects X. But it is not correlated. Or, it is not related to this simultaneous relationship. If that is the case, then we can use the instrumental variables; and regression will be a solution. Without getting more – so that is the kind of short and broad answer. I would have to defer – kind of refer the person to the lecture where we have a full hour to talk more about instrumental variables there.

Paul:	I think that is what they call a tease in the news business. We are looking forward to that presentation, Christine. I think we are getting close to the top of the hour. We ought to let Molly. I mean, we do not have anymore questions. That is a good thing. Because we have run out of time. We will let Molly make her pitch for people to please evaluate the course. We really rely on those evaluations.

Molly:	Alright, Paul, we you have got it. You have got it down. Yes, thank you, Christine, very much for joining us, and of course, Paul for coming and both of you lending your expertise to the field. Please do keep _____ [00:56:31] your e-mails as there are more  sessions coming up in this course. As you exit out of today's session, once you leave the meeting, an evaluation will pop up on your screen. 

Please take just a moment to fill out those few questions. We do look very closely at your responses. It helps us to improve the presentations we have had as well as topics that we need to further support and get in our roster. Thank you once again to everyone. We have reached the top of the hour. This does conclude today's HSR&D Cyberseminar. Have a great day.

[END OF TAPE] 
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