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Paul Barnett:
Hopefully people can see the title slide on the talk. Today, a continuation of last week's talk about how to analyze cost when using the regression methods to find – when cost is a dependent variable. Just to begin the talk, I would like to  briefly review what we covered last time. 

First with Ordinarily Least Squares or sometimes called the classic linear model where we assume that the dependent variable can be expressed as a linear function of independent variables. We estimate the parameters in this equation, the alpha and the beta axis are explanatory variable. Y is the cost. This is the basic model that I am sure it would be nice, if we could use it. But it requires some assumptions that the expected value of the error term is zero. That the errors are independent in different observations. That the errors have identical variance. They are normally distributed. Finally, that they are not correlated with explanatory variables, the Xs in the equations. 

These are the five assumptions that are made when we use that classic model, the linear model. We cannot use all of these assumptions ordinarily with cost. That is because cost is a very ill behaved variable. It is skewed by rare but extremely high cost events. That makes the distribution non-normal. Another problem is that there are zero costs often in data where their enrollees are people who are in the dataset who may not use healthcare at all in a given period. That kind of cuts off the left-hand side of the distribution. It does not continue off into negative space. There is no negative values. There is this truncation on the left side of the distribution. 

Now, we talked about Ordinarily Least Squares last time. Since the data aren't normal, it can result in bias parameters. I did not mention, but this whole issue is that you could even have a situation where your Ordinarily Least Squares estimate; and you are trying to do some sort of prediction out of your estimate. It could predict the negative costs. Something that could never occur. We also talked about the idea  of using the log of costs. If we take this highly skewed variable, and we take its natural log, we end up with a variable that is normally distributed. Often, we can use Ordinarily Least Squares with a log of costs. 

That is a good but somewhat old fashioned approach. The reason I say it is old fashioned is just because there are better methods that developed more recently. We will talk about them today. Part of the reason those methods got developed is because of the limitations of doing Ordinarily Least Squares with log costs. If we are trying to do predictions from our parameters, we have to account a retransformation bias. The estimates assume a constant error, or something like homoscedasticity. I am going to define that term and what I mean by the constant error in just a moment. Of course, we can't have a log cost that cannot accommodate zero values. 

What we will talk about today are these topics about what is heteroscedasticity? That is what should be done about it? What would we do when we have data that has many zero values? How do we test differences in groups, if we want to do a test that makes no assumption about the distribution of non-parametric method? Then finally, how do we determine which method is best? First, just to talk about this first topic, heteroscedasticity and what do we do about it? Heteroscedasticity – missing an o – I am sorry about that – in the title – is a violation of one of the assumptions needed to use Ordinarily Least Squares as we indicated. That is the assumption of homoscedasticity that there is identical variance about the errors. In the case of heteroscedasticity, the variance depends on one of our explanatory variables, or perhaps on the prediction of Y, or the predicted cost in the regression. 

We can draw a picture of what it means to have identical variance. In this case we are using on the X axis, our predicted costs. Regardless of whether the person has – and say this is annual healthcare cost. Annual healthcare cost of $5,000.00 or $15,000.00, or $20,000.00, the variance around them is – or the error term is pretty much – that is a residual in the regression – is the same. What the heteroscedastic case is that the actual residual, and the unexplained part or the error term is what we do not observe, but the residual tells us - an estimate of  – is dependent on the predicted value of cost. 

You can see that this – we cannot assume that with this picture that the errors are the same across the entire range of the distribution. Why should we worry about this? Ordinarily Least Squares models can be biased. Remember with the log of cost, we were still using an Ordinarily Least Squares model. We were just using a log transform of the cost variables. Our predictions would be biased. Our retransformation methods that were used assume homoscedastic errors. That predicted cost when the error is heteroscedastic can be appreciably biased is what Manning and his coauthors say in their papers, what the problem is. 

That is the concern about heteroscedasticity. The response, what do we do about it is we apply a generalized linear model. This has really pretty much become the expectation for doing multivariate regression with cost. What is a general linear model? It is we estimate a model with using a link function and specifying a variance function. I refer you to this paper on Mullahy and Manning, if you want more information about how this is done. But here is the functional form. The G function is our link function. I have put it in red on the first row up here. We take this function of our expectation of Y in the case of – we are estimating Y as a cost conditional on some value of X. We take this linear values of parameter and intercept the parameters. We use it to estimate expected value in Y, and then transform by the link. 

There are many possible candidates for the link function. It could be the natural log. We saw how natural log is very helpful the last time. But it is also possible to use square root or some other function. I just filled in here now what if the link function were logged? Then it would take this form. We're taking the log of the expectation of Y conditional on X. When the link function is a natural log, just like we said last time; then our beta parameter, our coefficient represents a percent change in Y, or a percent change in cost for a unit change in X. It has, the parameters have that same interpretation when the log is a link function. There are not such great intuitive X understanding of what parameters mean in cases when we use other link functions. 

That is one desirable feature of log. At least we have some natural interpretation of the parameters. The generalized linear model differs from Ordinarily Least Squares when we say we are using the log, the Ordinarily Least Squares log model versus a GLM, with a log function – a link function. Formally, you can see here that we have in the Ordinarily Least Squares estimate is the expectation of the log. The GLM estimate is the log of the expectation. These are not the same things. There are some very practical implications from that. The fact in the GLM we are using the log of the expectation. It actually offers us some advantages. 

One of these is that the dependent variable can be zero. While we cannot take a log of zero, we can take the log of the expectation that might encompass that. GLM does not have the same problem. It does not require a retransformation adjustment. There is no retransformation bias when predicting. Then the GLM also does not assume homoscedastic errors. These are some great advantages to the GLM model. 

The GLM does not assume constant variance. It has some allowance for heteroscedastic errors. But what it does assume is that there is some function that explains the variance. That is in terms of the mean. We have the variance of Y conditional on some value of X, or maybe a linear combination of Xs. The assumptions that are used typically in the GLM cost models are the gamma distribution. That is most common. The variance is proportional to the square of the mean. That you would find out it begins to look like that picture that we saw. Or, poisson variance is proportional to the mean. Obviously the gamma of the variance really goes up quite a bit as the predictive value gets higher and the X gets greater. 

Those are potential variance assumptions. How do we specify a GLM model? We will just take – there is sort of a default. We will explore when the default – we can evaluate this. But just to use the log link and assume the gamma distribution, it often turns out to be the best fit for healthcare costs. But say we have our dependent variable cost and independent variables. We will just call them X1, X2, X3. How do we go about estimating this and just the practical way we would do this in stata is with the GLM command. 

In stata you just like you do with any regression command, the first argument is the dependent variable followed by the independent variables. Then the comma starts off the options. We are specifying here the family of the variance is gamma and the link function is log. That is very simply how you would run a GLM in stata. In SAS, there is PROC GENMOD. But it has a problem. We do the same thing, model cost. SAS uses an equal sign to separate the dependent variables from the independent variables. For SAS, the options begin with that right – backslash, excuse me. You specify distribution gamma and link log. 

Now if you have your zeroes in your data and you run a GENMOD with this distribution and link functions, it will drop all of the zero cost observations. I have communicated with the SAS people. They insist that is how it should be done. I communicated with Will Manning about this. He said no, that is not how  it should be  done. But there is a workaround, if you need to use SAS and you want to run these. I have given the code for that workaround here. 

Basically, you are creating some parameters where you force SAS to keep the zero cost in observations and to use these restrictions. The issue is, with SAS, is how it interprets the gamma distribution. This is basically a long-hand way of using a gamma distribution but allowing zero observations in the dataset. This is how you would run a GLM with gamma distribution log link in SAS. I think you will go a very long way, if you learn how to do this in either SAS or stata to solving many of your analytic problems when cost is the dependent variable. 

Just to review now; the GLM advantages over the log Ordinarily Least Squares with log costs. The GLM handles heteroscedasticity. You do not have to worry about retransformation bias. The predicted cost is not subject _____ [00:14:01] error. The OLS of log cost does have some advantages. It is more efficient. It has standard errors that are somewhat smaller than the estimates that are done with GLM. It  is just making a bit more efficient use of your data. 

Now, when you specify a GLM, it is possible that log is not the right link function. If you want to know, one way to find out the right link function is to do a  boxcox regression. In stata, the command is called box-cox. You put cost in some independent variables and select for the cases in which costs are positive. You are estimating this parameter, which is called theta. Depending on the value of theta, if it should be a log model, theta will be very near zero. It could be that theta will be slightly positive. Then you would have a…. A square root link function is suggested. Or even different values, an inverse or linear model, if theta is one. That is just Ordinarily Least Squares. It could be the square of cost. 

In my experience working with healthcare cost data, it is almost invariable that the log model is the best. It in some rare instances, I have seen the theta come out to be closer to the value that is 0.5, which is suggested as square root link function _____ [00:15:41]. But I say that is pretty rare. 

The same issue is with a variance structure. How do you know that you should use a gamma? Or, maybe there is some other family of other variance assumption that should be made. What Mallahy and Manning suggest is to use this modified Park test where you would do the GLM regression with the log link and the gamma family and the gamma variance assumption. Then you save the residuals and square them. Then do a second regression where the squared residuals is the dependent variable. Your independent variable is the regression. You end up estimating this parameter of gamma one. That gamma one parameter from this test here says well, what is the right assumption that you should make about how the squared residuals vary with the value of the mean, the predicted mean? 

The numbers could go from zero to three and for each as an appropriate variance assumption to make. In my experience, the gamma often, you do this. It turns out to be a gamma after all. The only exception I have seen is that when in data that are a little bit less skewed, the poisson turns out to work and to be specified. In cases when I have done this, that has occurred in something like a pharmacy costs where everybody has some costs. Nobody has too much costs. But for something like inpatient care or even outpatient services, gamma and certainly total healthcare costs. Gamma turns out to be the right assumption. 

Now the really, the best way and the less – those other ways are kind of a cludgy way, if you will. Because you are estimating these separate regressions and to figure out what is my link and variance function. There actually is a way called generalized gamma where you do it all at once. You estimate what the link function should be and what the distribution should be, and the parameters all in one model. In stata, you can get this user defined file that was created by Anirban Basu and his co-author called pglm. That runs this. I do not have experience with it. I do know that it is a little touchy. That sometimes it is not that and from what I understand others say about it. It can be a little bit touchy. But this is probably the most modern way of doing generalized gamma model. Certainly, one of the most recent publications in this area. If you want to be on the cutting edge, this would be the way to go. Now at this point I wonder if anybody has any questions about what we have covered in this first section about how do we deal with heteroscedasticity? How do we use the GLM model? 

Unidentified Female:
A couple of questions here. There are a couple of questions here. One asks on page 13. How can the beta represent a percent change in Y for a unit change in X?

Paul Barnett:
This is really a function of looking at the calculus. If you look at the slides from last week's talk, you will see the calculus proof of this. But basically it has to do with how you – the derivative of a log. If you are not – if you are familiar with cost – excuse me – with calculus, you can look at the proof on the last slide from the last week's talk. That proof is worked out for you there. 

Unidentified Female:
This other question asking about can I specify my own link function in generalized models? Or am I limited to the defined functions? For example, can I specify a nonlinear function in my data?

Paul Barnett:
Well so the common ones are as we look here. Those are the ones. I do not know where you would go beyond this? I think you would have to have some real strong reason to go beyond this. I find that hard to imagine what you would – what other function you would use to transform your dependent variable. But somebody has got some good ideas. The econometric methods about that to know, I would be very interested. But these are the common ones. 

Now, I am not quite sure whether this generalized linear model actually is doing something like a box-cox transformation and coming up with something that is intermediate between these. I am afraid that we are a little bit – that is I am out of my depth here in saying exactly how Basu is using that flexible form of what I call the generalized gamma. That may – I think that is actually, if you are interested in going beyond just specifying a particular link function that this what you should be doing. 

Unidentified Female:
That is it for all of the questions right now. 

Paul Barnett:
Good. No, we encourage questions. But I always find that there is somebody on the call who knows more about the topic than I do. That is always humbling. Then the question is what about these situations where you have many zero values in your data? YOU may recall from last week, we talked about this idea of maybe that you have a data where there is a lot of participants who are enrolled in a health plan. But in a particular year, they do not have any utilization. We put up this graph of what happened. If we look at all of the people who use VA in one fiscal year. Then what was their cost in the next fiscal year? You can see that there is somewhere about – a little, maybe it is about 16 or 17 percent of them had no costs at all in the following fiscal year. 

You had a lot of zeros in the data. That may be important for you to understand what is the difference people who do and do not utilize in a given year; and among those who utilize what their cost was. The answer is to – in these situations where you have a lot of zero observations. I would say another example of this where this could really occur is if you have a much shorter period of time. You have quarterly data. Maybe the patient never comes to the clinic in that particular quarter and that never has any costs in that particular quarter. 

As you break up your time frames into smaller and smaller units, the zeros are going to become a bigger problem. The analysis is to do what they call a two part model. It is also sometimes referred to as a hurdle model. The idea of the hurdle is in part one, you have to get over the hurdle to use any costs. The dependent variable in part one is simply an indicator that any cost is incurred. The dependent variable if the value of one of cost is incurred. Otherwise, it is a value of zero. We have that part one, the hurdle. 

The part two is a conditional regression. How much was the cost and conditional and incurring any costs among those who would incur any cost? We can graph it out a little bit more formulary. The expected value of Y, that is our cost conditional on the values of X is functioning on these two parts. The first part is the probability that they had any cost. That Y was greater than zero. Then the expected value of costs conditional on Y being greater than zero. We took – and predict the probability and predict a cost estimate for each value of X. Then in that way predict costs. There we go. 

Just what I think I just said. The probability of cost being incurred; and hard to predict the cost conditional on incurring costs. I want for you to think about just for a minute. If the first part of this is we want to estimate the probability of the person incurring any cost, we have a dependent variable that only takes two values, one or zero. If you offer – Molly, if we could conduct a poll and ask people what they think the correct regression method is used when we have a dichotomous or a zero one dependent variable? More than one of these answers is possible. 

Unidentified Female:
Responses are coming in. I'm sure with this one – I am sure it may take a little bit longer. Because everybody is trying to be sure about what they are sending it. We will give everyone a few more moments here before we close it out. The responses are coming in nicely. We will give everyone just a few more moments. We are just waiting for things to slow down. Then I will close things out. 

Paul Barnett:
Is that actually Heidi and not Molly?

Unidentified Female:
This is Heidi, yes.

Paul Barnett:
I thought because I got that message from Molly that she was going to be our facilitator today.

Unidentified Female:
I did not know she said that. No, it is me. 

Paul Barnett:
Well, thanks. I am sorry I misspoke there about how is helping.

Unidentified Female:
It is fine and not a problem. Okay, it looks like we have slowed down here. The results we are seeing are. They just disappeared from my screen. We are seeing ten percent saying Ordinarily Least Squares; 29 percent saying generalized linear models; 93 percent saying logistic regression; 52 percent probit; and 22 percent to cox regression. Thank you, everyone.

Paul Barnett:
That is interesting. The people who said logistic regression, 93 percent got that right. Probit would also work. It is a little bit of  a trick question. Because you could use a generalized linear model and set it up so that it would work with dichotomous data. That could be an answer too in certain situations. Basically we want to use a logit or a probit. I am going to use the logit, the logistic regression here. Here is how you set up a logistic regression. It uses the maximum likelihood function to estimate the log odd ratio. We estimate this in either SAS or stata. Here is the syntax. I created this independent variable called HASCOST. It takes a value of one if they have cost and a zero, if they do not. We use the predictors like we did before, X one through 3. I have put in here this descending option. I feel that it is important to use that. Because otherwise it is very confusing. SAS estimates the probability that the dependent variable equals zero, if you don't include that descending option. 

I don't understand why SAS does it this way. I just think that the descending, it should be the default. This is the way to cope with that. Now, you are saving by having this output statement, I have got a new dataset that I just unimaginatively called a dataset and put it in brackets there. Then you save the probability that the person incurred costs with – to some variable name. For each depending on the person's values of X, Y – X 1, 2, and 3, this will predict a probability for them out of this model. You could in essence to a predicted cost. In logistic regression, a very similar syntax as stata. 

Again, your predict statement is generating a predicted probability that the person incurred costs. That the dependent variable equals one. The same as what we just did previously in SAS. Then for the second part of the hurdle, which is the conditional cost equation as a conditional. It only involves the observation that have non-zero cost. We could use any of the methods that we've been talking about; either GLM or Ordinarily Least Squares with log costs. That would be the second part of the equation. Then we could simulate the costs. The advantage of a two part model is that we have separate parameters for the participation and for the conditional cost equations. Interestingly enough, they might not have the same – even the same sign. It not only could be different but they could be something that….  

For example, perhaps smoking status participates if someone stays away from the doctor. But once they go to the doctor, maybe it participates if they use more services. It could have different effects on the participation and on the conditional equation. That would be a real reason to use a two part model. Each parameter that you estimate might be important for what you are trying to explain. It might have its own policy relevance. That would be an important reason to use a two part model. Now, it used to be that you had to do this by hand. That is estimate each – your first part and your second part equations. Then combine them. But now we have this new command in stata. It is a user command. It fits two part regressions. It fits the first part is the binary choice, and the second part that looking at that conditional cost and depvar here or the cost in the equation. 

There is the dependent variable. This is a user developed ADO file. Stata allows user to develop the files. I mentioned that pglm that was developed by Anirban Basu, that is also an ADO file. You have to install it from the web. This one is developed by Belotti and Deb in 2012. It is a relatively new routine. These are pretty well respected researchers. It seems to be pretty bullet proof as I understand it. I wish I had some experience with it. Maybe next time, I give this talk, we can tell you how it works. But we mentioned – so here are the options. That its importance is either the logit or the probit in the participation equation can support lots of different options. 

The second part including even Ordinarily Least Squares of the raw value, OLS of log or GLM. I am showing the syntax here of how you would use this two-part model command. Again, with our same example, cost is a function  of these three variables. The F is the first part. It says let us use the option logit. S is with its argument is how do we specify the second part? I am saying here, use it, a generalized linear model gamma variance log link function. That is an example of the syntax for this. The real advantage of using the two-part command would be how do you predict values of dependent variables? How do you predict out of the sample? 

The most importantly, I didn't write here. But I should have said the marginal effects. What is let us say the effect of X1 on cost? Well, I would have to look a X1 on the participation and the effect of X1 on the conditional cost, and multiply those. It could get quite messy and especially if you are trying to figure out the standard error of that estimate. The other great thing about this TPM command is that it handles the retransformation bias if you are using Ordinarily Least Squares of log cost. That is an advance and to be recommended. The only reason I know about this is that like I mentioned. Some – every time we give a Cyberseminar, there is somebody on the talk who knows more about the topic than we do. Last time, that person told who told me about this called in and told us about this command.

Now there are some alternatives to the two-part model we have talked about. We can – if we have zero values in our dataset, we could do Ordinarily Least Squares with untransformed costs. The problem is we may end up simulating negative costs especially if there are a lot of zeros. They are dragging all of the parameters in that direction and towards – and back towards zero, the predictions. If we use log costs, we could use a small positive value in place of zeros. As we indicated last time, this could be very sensitive to which of the small but positive values you choose especially if you have a preponderance of zeros in your dataset. Really those first two alternatives are not recommended. 

You can use a GLM model. It will accommodate zeros. I do not know at what point it becomes undesirable. What number of zeros begins to make the GLM models? I do not know that they break down. But I think that you might  – it might begin to interfere with the assumptions that you are making in GLM. It might, likely, it would just require using a different link function. GLM will work with many zero observations. The two-part model does have some advantages especially if you are interested in knowing. You expect that there are some parameters that have a different effect in the participation versus the conditional quality, the conditional I am using. 

The third topic I wanted to cover today was can you test differences without making assumptions about the distribution? You can test differences in cost between two groups using a non-parametric statistical test. This really makes no assumptions about the distribution of the variance; and pretty robust, if you don't have to make distributions. An example of a non-parametric test is the Wilcoxon rank-sum test. Every observation into your dataset gets assigned a rank; and just from the lowest to the highest cost. Then the Wilcoxon test compares the ranks in each group. The probability that ranking order could have occurred by chance alone and then uses that as the statistical test. That is the non-parametric method. 

It is also possible to use non-parametric metrics if you have more than two groups. The first thing, they are saying group variable with more than two mutually exclusive values. In other words, it is a very cumbersome way to say maybe there are three groups, or four, or five groups that you are comparing. This is the Kruskall Wallis test. The Kruskall Wallis test, if it shows it is significant, all you know is that at least one of the groups was different. It does not answer the question which group was different from which group. If you have three groups and the Kruskall Wallis says there is something different here, then you have to do a series of Wilcoxon tests to compare the pairs of groups and say well, which two groups were different after the Kruskall? But you only would do that after the Kruskall Wallis shows there is a significance. If you are familiar with analysis of variance, you could think of this Kruskall Wallis as an analysis of the variance. Something that says overall, there is a difference between groups. Then the Wilcoxon is a kind of a post hoc comparison. 

It is analogous in spirit, but not exactly in method. But the idea is you would do with more two than two groups, you have to do both tests. Now, a non-parametric test works, but it's pretty conservative. But since it compares ranks and not means; and it really ignores the influence of outliers. You could think of a situation where you have identical datasets. Everybody is assigned to the same rank. The Wilcoxon would give the same result even if the top ranked observation had say a million more costly than the second observation as if the top observation had – it was just one  dollar more costly. If we were using some other method, that extra million dollars would be influential. In the Wilcoxon test or non-parametric test, it does not matter. That is still just the top ranked observation, a million dollars or extra, or one dollar extra. It is really very conservative. The other limit of the non-parametric test is we can't add other explanatory variables. If we are going to compare groups for controlling for severity and case mix severity, and something like that. 

There is no way to add other explanatory variables. If you are significant with a non-parametric test, and that probably indicates that your groups are certainly different. If you are not significant with a non-parametric test, you may just have a test that is too conservative. It is probably better off using something like a GLM model with a group membership as the explanatory variable. Finally, the last thing I want to cover is we have covered a lot of ground here and have a lot of different options. How do we decide which of these different tests is best? I want to talk a little bit about this whole question of finding predictive accuracy in models. The ideal way to do is to estimate your model with half of your data and then test the predictive accuracy of the model with the other half of the data. We can test predictive accuracy with a couple of statistics. 

The two that I  am going to describe here are the mean absolute error and the root mean squared error. What do I mean by the mean absolute error? Well, it is actually a pretty simple idea. For each observation, we just find the difference between the observed cost and the predicted cost; and take its absolute value and find that mean. The model with the smallest value represents the best fit. That is the best model. Now the root mean square error takes the square of the differences between predicted and observed. It finds their mean and then its square root. Again, the best model has the smallest value. In the root mean square error, we are putting some more emphasis on cases that don't fit very well at all. They get weighted more heavily in calculating this statistic. Both are usually reported when you look at evaluations of methods. 

We can also evaluate the residuals. I think this is a pretty important thing to consider especially if you are trying to predict over in the entire range of cost. We can look at the mean residual or the mean ratio of predicted to observed. But the issue is to do it separately for each decile of your observed cost and see if your model is doing a good fit over the entire range of predictions. Often where we go wrong is the model does great in the midrange of predictions. But it has difficulty predicting extreme high cost or extreme low cost. You really want to see that your model does fit over the entire range or at least doesn't do too badly at the extreme. 

There are some formal tests to do of that question of how the residuals fit at each decile. There is this variant of the Hosmer–Lemeshow test that is described in this paper by Manning, Basu and Mallahy. By the way all of the sites, I put here at the end of the slide. If you get the slides, you can look  up these papers. There is also the Pregibon’s Link test which tests if an assumption about linearity is being violated by the model. These are some formal tests that can be done of the residuals and really saying what is the predictive accuracy of the model. In this way, you can say well, which is the best model, if I have got some to choose from? Do we have any questions about the last sections that we can help with, Jane?

Unidentified Female:
Yes. There are a bunch of questions. The first question is would a negative binomial model not be a good fit? You were talking about the _____ [00:43:07] zeros.

Paul Barnett:
Well, the negative binomial model, there is another link – potential link function – is often used in count data. The poisson or negative binomial are good models to estimate for counts. I have never heard of people using them, the negative binomial for costs. But I have in…  If you are using a counts of things, that is so say, how many clinic visits did group A, the experimental group have compared to the control group? Then you could estimate that with a negative binomial. It is a generalized linear model with a negative binomial. 

There actually are, in stata, there is a specific negative binomial regression that you can run. It is just the same thing really. That is basically counts of events. Then you can compare whether the count of events is significantly different. Poisson is also used for counts of events when the numbers are – the events are relatively rare. I do not think you would use that for cost. But if somebody has shown me an example of that and how it fits; and look at the predictive accuracy, that would be great.

Unidentified Female:
Okay. The next question is how do you combine T values from the two parts to get an overall T value to test the effect of a particular factor?

Paul Barnett:
That is exactly the question. I think if you are just trying to say is there an association say with your X. Say your X is group membership or it is some covariate, then you are better off using a GLM, if you want to. Because then that is going to give you one parameter that encompasses both participation and conditional quantity or conditional cost – conditional on participation. If you want to decompose them, you would then use the two part model. 

I think even with this TPM routine, they are still going to give you separate parameters. It may be possible though however to test the linear combination of the parameters in that. Because it is a system that is being estimated simultaneously,  it is possible that they will support a post hoc test that will compare the linear combination of the parameters. But I think my answer to that is you are making it harder than it needs to be. Just do a GLM.

Unidentified Female:
Okay. _____ [00:45:54] in the first _____ [00:45:56] what is…? We estimate part one. What is the difference between using a probit or logit regression?

Paul Barnett:
Not much, I would think. Do you have any opinions on that, Jane?

Unidentified Female:
I think they – one estimates a larger variance or assumes a larger variance than the other.

Paul Barnett:
Is that the probit?

Unidentified Female:
Yeah, I think that was the probit model.

Paul Barnett:
They have a different assumption about the variance structure. I have always used logit. I have never gotten into probit. I do not know why that is. I do not know what the _____ [00:46:35] – 

Unidentified Female:
It can be used interchangeably basically.

Paul Barnett:
Yes.

Unidentified Female:
Okay. Then the person asked what percentage of zero values is considered too many to use in that two-part model?

Paul Barnett:
I do not think there is any limit in the two-part model. I would worry a little bit about the GLM, if I had a really – a preponderance of zeros, more than 20 or 30 percent. If I might be getting in trouble. I am not quite sure what that – how that trouble would be manifest. Well, bad simulation and bad fit; so, it all kind of depends on what it is you are trying to demonstrate. But so with the strict answer to the question is there is no limit. Because you are really separating that participation from the quantity of cost conditional on participating. 

Unidentified Female:
The next question I think it refers actually back to your part one presentation. The person asked to adjust for zero value, what if you adjusted the data assuming even if there were zero costs that you could still assume that there is a residual administrative cost on each account? I guess you would – this person is suggesting you would find the small non-zero value and zero cost.

Paul Barnett:
Right. Every health plan member gets a statement at the end of the year. Well right, so it is very close to zero. I do not know if this is about trying to be able to take the log or thinking about this in terms of taking the log of cost? I think you could still use the two-part model and say yeah, but. I am not sure that what they are driving at here is this trying to solve a problem? Or, is this just saying maybe there is nobody that really has zero cost? 

Unidentified Female:
Yeah. I am not sure. The next question asks can you give an example of using GLM for zero value? 

Paul Barnett:
Those were those codes. Let us see a little bit further back here. Wait a minute and further back. Here we go. In stata, we do not have to do anything. It just accommodates the cost that have zeros in it. It includes them and fits the model around that data. In SAS, we have to write this and use this refined syntax, if there is zero cost observations. We want to use a gamma, use the gamma distributional assumption. That is the only caveat about what special thing has to be done with the GLM that has zero cost. I would say that if you start having more than 20 or 30 percent zero cost, you have to start worrying that they might be very influential in your predictions. 

They are going to be affecting your ability to predict the high cost events all using the same parameter. You might want to start looking at a two-part model. There is an objective measures using these root mean square error and the Hosmer–Lemeshow test, those sorts of things to see which model actually does a better job. It is kind of important to understand what is it that you are trying to do? Are you trying to predict cost? Are you trying to understand how group membership affects cost? It all kind of depends on your goal. 

Unidentified Female:
Okay. The next question asks how should we think about the errors in the logistic models? Are they binomial distributed?

Paul Barnett:
Well, the errors are  – you can help me out here, Jane, if I say something crazy. Here is our…. We are estimating that there should be an error term on this strictly speaking on the right-hand side here. There should also be the error. The error is the difference between our fitted value or our estimate. We are trying to fit to the log odds ratio. It is the unexplained part of the log odds ratio. Did I say that right, Jane?

Unidentified Female:
Yes. That sounds right. Another person asked about the Brier score that I have never heard of. He is asking whether it is a test for model accuracy.

Paul Barnett:
It might be. I have not heard of it.

Unidentified Female:
Okay.

Paul Barnett:
They have written whole books about what I don't know about econometrics. If you want to send that information, we will look into it, and talk about it, and maybe put that in, too. Like I said, there is always somebody who knows more than I do on these talks. 

Unidentified Female:
Okay. There is still a bunch of more questions. The next question asks is there a link where we get the slides part one and part two.

Paul Barnett:
That is a question for Heidi. But yes, there will be, on the HSR&D website. I think when you logged on there was a link to the slides for the current talk.

Unidentified Female:
There was a link that went out with the reminder this morning. But we will also be sending out an archived notice. I believe it will go out on Friday. In there, you will be able to find the link to the archive for this session and part one. These slides are available at both of those archived links.

Paul Barnett:
Then you can also navigate to the HSR&D Cyberseminar website, right.

Unidentified Female:
Definitely yes. I would suggest the archives notice because it is a direct link to it.

Paul Barnett:
But it is also possible for any of the HSR&D Cyberseminars, even going back. I want to mention one thing here. We got to these questions here. But I do want to mention one link. Sorry to go. Sorry, I said I mentioned these references. There is a prior – I'm sorry, these are in yellow. That is terrible. 

A prior work example, this is quite a while ago, Maria Montez-Rath gave us a presentation. She is now a PhD – on a statistical model to predict cost. She showed us how to use these different root mean square and other methods on how to find the best model. These links are still live even though it has now been more than eight years ago that she gave the talk. It is still a very valid example. This just gives you an example that you guys are keeping the archives of all this stuff going. It is wonderful.

Unidentified Female:
They get used a lot. We definitely keep those available for anyone who wants to access them. 

Unidentified Female:
Right, so getting back to the questions that the next one asked. Can you do a longitudinal two-part model to incorporate the change of cost over time?

Paul Barnett:
Yes. I think the TPM stata routine reflects. I think that it allows you to incorporate errors where you have…  The issue in that, in doing it in a longitudinal data like that. This would be like a panel data, a panel. A cross section of people but longitudinally over time. You need to account for the fact that the same, the observation from the same person at different points and time are not independent. They may be correlated. 

You need to have some error term in your model to allow for that correlation. If you were doing it without the TPM command and you did say a logistic regression, you would need to have, in stata, you would need to have the random command. I cannot remember whether it is PROC GENMOD? I think it is PROC GENMOD to do a logistic. In stata, it is _____ [00:55:23] logit that allows you to look at a panel of data and the logistic – to look at the participation equation. Then similarly, you would need to have, and do the same thing for the conditional cost. These things always get much harder as you start layering one problem on top of another. But so the answer, I think for longitudinal data is definitely you could do it. Like my example was you could be looking at annual cost for people that you track for years or even quarterly cost. See how they are affected by group membership and other factors. But you do need to keep in mind that the observations from the same person are not independent. You need to have an error term for the person. 

Unidentified Female:
Okay.

Paul Barnett:
If I could just elaborate one other thing on that Jane is just to say that the reason you need to do this is because the assumption that they are independent will result in saying that the standard errors are too small. That is that the significance is greater. Once you account for the fact that the observations for the same person are correlated, then you will find out that the statistical significance of the parameters is not as great as you thought.

Unidentified Female:
Okay, great. Another question asks about delta log normal transformations or zero inflated poisson, if they would work in the cost analysis context?

Paul Barnett:
I do not know. I have seen those zero inflated poisson. I think that is more about a count model. What was the other one mentioned?

Unidentified Female:
The delta log normal transformation, if you are not familiar with – yeah.

Paul Barnett:
Yeah, and I don't know. Do you know anything about that, Jane?

Unidentified Female:
No, I do not know anything about that. That person wanted to send us a little bit more information or send us a link, it would be helpful.

Paul Barnett:
We could. But I think that zero inflated poisson is about looking at…. You can use a poisson regression for count data. I thought this had to do with count models. I have not seen that in any of the literature on estimating cost. I doubt that would be useful for it. I think that if you are trying to get and push the edge on this, that you really need to look at Anirban Basu's paper on the generalized linear model. The one where you are actually estimating the link function and the variant. 

That is really the cutting edge where you are estimating those two functions. That is the direction that you want to move. The two-part models, that stata routine, I think is getting to be – that is sort of the state of the art. We had a presentation by Anirban too. I should have put that up here, too, on these models. If you are really looking to push the envelope like some of these questions are, I view that presentation. Because he is the guy who wrote the book that I have not read. 

Unidentified Female:
Okay. That person actually followed up and sent a link for us. I do want to point out that it is noon. If you want to continuing answering a couple of more questions, or should we…?

Paul Barnett:
Yes. Maybe we can do, what, two more? Is that fair? Then other people can write to either me or to HERC at VA dot gov. We will get to them.

Unidentified Female:
Okay. The next question is for the two-part model, could you comment on what variables to use in the first and second part? My impression is that the variables should be different in the two parts.

Paul Barnett:
They can be, but they do not have to be. It all has to do with your priors about what influences participation? What influences cost conditional on being a participant? The default – the easy way in that, the TPM routine that is now in stata is you could specify where the same variables are in both parts. But it is also specify it so there are different variables. Obviously, if you do it by hand, well that is estimate them separately, you could put different variables. It all depends on what you think is influential. What is likely to be influential? I can see that there would be some variable that only affect participation and do not affect conditional cost and vice versa. 

Unidentified Female:
Okay. Then the question asking about if using cost of dependent variable. If I have a dependent variable that is highly _____ [01:00:26] skewed, do I also need to transform the independent variable as well?

Paul Barnett:
Well, that is a more general question about regression. If you do not transform it in some way, you are making an assumption that independent predictor has a linear affect on your dependent variable. I am just trying to think about what would be a skewed predictor? But you would….

Unidentified Female:
Like income, _____ [01:01:02] – 

Paul Barnett:
Income, now there is _____ [01:01:03]. You are assuming that one dollar extra income has the same effect, if for people who have ten thousand dollars income as it does for somebody who has a million dollars income. That might be an assumption that you would not want to make. There are various approaches to doing and to handling your independent variables that are continuous. One thing that you can do is simply break them up into pieces where you say, we will have an income for low income people. Then we will have another income for middle, and another income for high income people. 

Well, there are techniques where you make those when you estimate a piece like that. You want to make a spline so that there is no jump where someone just crosses the threshold. There is all of a sudden a different jump in the predictions. You do that by expressing the variable as its deviation from the node. There are also ways of doing this as splines that can have polynomial terms. That is really beyond the scope of the cost equation thing. But I would say yes, definitely. If you have an independent variable that is – even one that is not skewed, but is a continuous variable. 

You may not want to assume that it has a linear affect. For example, something like age, you may not want to assume that being 80-year-olds has twice the affect of a 70-year-old, that has twice the effect of a 60-year-old sort of thing. You need to consider that there may be nonlinearities involved in any continuous variable that is an independent variable.

Unidentified Female:
Great. That is it for the questions.

Paul Barnett:
Good, I am glad we discourage them so we can get to _____ [01:03:09]. This is the last in the series. It has been a pleasure. If you have missed some of the lectures, you can navigate on the HSR&D Cyberseminar website to get to the ones you missed. Thanks everybody for your attention. We will probably be doing this again in another year or so. 

Unidentified Female:
Great, thanks so much, Paul. For the audience I am going to close the session out in a moment here. You will be prompted for a feedback form. If you could take a few moments and fill that out, we really would appreciate your feedback. Thank you everyone for joining us for today's HSR&D Cyberseminar. We look forward to seeing you at a future session. Thank you.

[END OF TAPE]
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