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Overview 

• Success stories 

• State of the art: recent shared tasks 

• Overview of methods 

• Overview of applications 



Clinical Narrative? 
 

• Text written by the physicians at the point of care 

• Intense Thick Data: overwhelmingly large amounts of text 

• Sparse: for some concepts, sparsity problem 

• Missing but not at random (MNAR): language is MNAR 

• Ambiguity: lexical, syntactic, semantic, discourse, and pragmatics 

• Language is heterogenous and at different levels of granularity 

• Language is contextual 

• Language comes with meta-data 



Success Stories 



• EMR as the source for finding large patient cohorts for 
PWAS/GWAS studies 

• eMERGE, PGRN, PCORI 
– Goal is PPV above 0.9 

– Multiple diseases 

– eMERGE: understanding genetics of diseases 

– PGRN: understanding the pharmacogenetics of disease 
treatments 

– PCORI: empowering the patient as a driving force in research 
through phenotype/genetic contributions 

 

Scalable Phenotyping 





HARVEST 

• Extracts content from a patient’s longitudinal 
documentation 

• Aggregates information from multiple care 
settings  

• Visualizes content through a timeline of a 
patient’s problem documentation and clinical 
encounters 

• Distributed computing infrastructure 
• Deployed at NewYork-Presbyterian hospital 

1,000 users in 6 months (out of 10,000 users of 
NYP EHR) 
 

Hirsch et al (2015) HARVEST, a longitudinal patient record summarizer. J Am Med Inform Assoc. 



HARVEST 









Apache cTAKES: Sample Pipeline 
The patient underwent a CT scan in April which did not reveal lesions in his liver. 

… The patient underwent a CT scan in April which did not reveal lesions in his liver. … 

The patient underwent a CT scan in April which did not reveal lesions in his liver . 

  - - undergo - - - - - - do - - lesion - - - 

   DT NN VBD DT NN NN IN NNP WDT VBD RB VB NNS IN PRP$ NN . 

Boundary Detection 

Tokenization 

Normalization 

Part-of-speech Tagger 

Entity Recognition 

Coreference 

Event, Temp. Expr. 

Temporal Relation 

UMLS Relation 

CT scan Lesion Liver 

Procedure Disease / Disorder Anatomy 

UMLS ID:  C0040405 UMLS ID:  C0022198 UMLS ID:  C0023884 

NP VP NP PP NP VP NP 

         … 

         undergo.01 ( A1.patient;  A2.scan;  AM-TEMP.in )        
         reveal.01 ( A0.scan;  R-A0.which;  AM-NEG.not;  A1.lesions;  AM-LOC.in )  

         identity   ( the patient,  his ) 

         locationOf   ( lesions,  liver ) 

CT scan April Reveal Lesions 

 April  CONTAINS  CT scan CT scan  CONTAINS  lesions  

Chunking 

             NP S DT VP  … NN … 

Entity Properties 
CT scan Lesion Liver 

Negated:  no Negated:  yes Negated:  no 

Subject:  patient Subject:  patient -- 

Constituency Parsing 

Dependency Parsing 

SRL 



Boundary 
Detection 

Tokenization 

The patient underwent a CT scan in April which did not reveal lesions in his liver. 

Part-of-speech 
Tagging 

Normalization 

… The patient underwent a CT scan in April which did not reveal lesions in his liver. … 

The patient underwent a CT scan in April which did not reveal lesions in his liver . 

  - - undergo - - - - - - do - - lesion - - - 

   DT NN VBD DT NN NN IN NNP WDT VBD RB VB NNS IN PRP$ NN . 



The patient underwent a CT scan in April which did not reveal lesions in his liver. 

… The patient underwent a CT scan in April which did not reveal lesions in his liver. … 

The patient underwent a CT scan in April which did not reveal lesions in his liver . 

  - - undergo - - - - - - do - - lesion - - - 

   DT NN VBD DT NN NN IN NNP WDT VBD RB VB NNS IN PRP$ NN . 

Boundary Detection 

Tokenization 

Normalization 

Part-of-speech Tagger 

Entity 
Recognition 

CT scan Lesion Liver 

Procedure Disease / Disorder Anatomy 

UMLS ID:  C0040405 UMLS ID:  C0022198 UMLS ID:  C0023884 

cTAKES can normalize to domain ontologies such as SNOMED-CT and RxNORM 



Semantic Role 
Labeling 

Chunking 

Constituency 
Parsing 

Dependency 
Parsing 

NP VP NP PP NP VP NP 

         undergo.01 ( A1.patient;  A2.scan;  AM-TEMP.in )        
         reveal.01 ( A0.scan;  R-A0.which;  AM-NEG.not;  A1.lesions;  AM-LOC.in )  

NMOD 

  DT NN   VBD 

SUBJ 

………. 

The patient underwent a CT scan in April which did not reveal lesions in his liver . 

   DT NN VBD DT NN NN IN NNP WDT VBD RB VB NNS IN PRP$ NN . 

NP 
DT 

NN 
  VP 

S 

………. 

………. 



The patient underwent a CT scan in April which did not reveal lesions in his liver. 

NP VP NP PP NP VP NP 

         … 

         undergo.01 ( A1.patient;  A2.scan;  AM-TEMP.in )        
         reveal.01 ( A0.scan;  R-A0.which;  AM-NEG.not;  A1.lesions;  AM-LOC.in )  

Chunking 

             NP S DT VP  … NN … Constituency Parsing 

Dependency Parsing 

SRL 

UMLS Relation          locationOf   ( lesions,  liver ) 

Entity Properties 

CT scan Lesion Liver 

Negated:  no Negated:  yes Negated:  no 

Subject:  patient Subject:  patient -- 



Events, Temporal 
Expressions 

Temporal 
Relations 

CT scan April Reveal Lesions 

The patient underwent a CT scan in April which did not reveal lesions in his liver. 

 April  CONTAINS  CT scan CT scan  CONTAINS  lesions  

Coreferences 

         identity   ( the patient,  his ) 



• cTAKES global community     Mailing list subscribers (new) 

 

 

 

• eMERGE, PGRN, i2b2, federal agencies 

• NLP challenges (ShARe/CLEF and SemEval) 

• Adaptation to other languages 

• Oncology community 

• Demo – ctakes.apache.org -> get started -> demos 

User Community 



Recent Shared Tasks 



• Analysis of clinical text (Shared Annotated Resources) 

– SemEval 2014 Task 7 

    http://alt.qcri.org/semeval2014/task7/ 

– SemEval 2015 Task 14 

     http://alt.qcri.org/semeval2015/task14/ 

 

 

SemEval: Analysis of Clinical Text 

http://alt.qcri.org/semeval2014/task7/
http://alt.qcri.org/semeval2014/task7/
http://alt.qcri.org/semeval2015/task14/
http://alt.qcri.org/semeval2015/task14/




 





• MIMIC corpus 

– Unlabeled part 

– Labeled part  
• Developed under the ShARe project 

• Layered syntactic and semantic 
annotations (in synch with general 
domain LDC and clinical domain 
UMLS) 

 

 

Dataset 



 



• Temporal relation extraction from clinical narrative 

– SemEval 2015 Clinical TempEval Task 6: 
http://alt.qcri.org/semeval2015/task6/ 

– SemEval 2016 

     http://alt.qcri.org/semeval2016/task12/ 

• Temporal Histories of Your Medical Events (THYME) 

– thyme.healthnlp.org 

 

 

SemEval: Clinical TempEval 

http://alt.qcri.org/semeval2015/task6/
http://alt.qcri.org/semeval2016/task12/
http://alt.qcri.org/semeval2016/task12/


 



 



Narrative Containers 
“She was admitted for an appendectomy on January 12th.  She had a rash after 

surgery, which we successfully treated with hydrocortisone on the 18th.” 

January 12th CONTAINS appendectomy, admitted  
18th CONTAINS treated, hydrocortisone 

January 12th  
 
 

appendectomy, admitted 

18th  
 
 

treated, hydrocortisone 

If January 12th BEFORE 18th: 
Appendectomy, admitted BEFORE treated, hydrocortisone 
 

 



• Developed under the THYME project (Temporal 
Histories of Your Medical Events; 
thyme.healthnlp.org) 

– Layered syntactic and semantic annotations (in synch with 
general domain LDC and clinical domain UMLS) 

Dataset 



Results: TimeEx 



Results: Events 



 

Results: DocTimeRel and CONTAINS 



Methods 



• In the last decade, clinical NLP has moved from boutique 
applications to general-purpose methods whose output can 
be applied to a wide array of use-cases 

• Supervised 
• Semi-supervised 
• Unlabeled data 

– Word embeddings 

• Trends 
– Complex NLP tasks 
– In many languages (not just English) 
– Active learning 
– Unlabeled data 
– Methods for low resource domains (LORELEI) 
– Thick data 
– Feature engineering 

Overview 



• Reproducibility through 

– Open source tools 

– Common datasets 

– Shared tasks 



at 
Agent Loc 

the patient will complete his thiotepa dose today , and he will return  

tomorrow for the last dose of his thiotepa . 

His donor completed stem-cell collection yesterday 

The patient returns to the outpatient clinic today for follow-up 
 

Integrating Time with Semantic Roles 

 



at 
Agent Agent Loc Theme 

, and he will return  

tomorrow for the last dose of his thiotepa . 

His donor completed stem-cell collection yesterday 

The patient returns to the outpatient clinic today for follow-up 
the patient will complete his thiotepa dose today 

 



at 
Agent Agent Loc Theme 

Agent 

Purpose 

His donor completed stem-cell collection yesterday 

The patient returns to the outpatient clinic today for follow-up 
the patient will complete his thiotepa dose today , and he will return  
tomorrow for the last dose of his thiotepa . 
 

 



at 

Agent Action 

Agent Agent Loc Theme 

Agent 

Purpose 

    Coreference: 

“patient’s donor” 

The patient returns to the outpatient clinic today for follow-up 
the patient will complete his thiotepa dose today , and he will return  
tomorrow for the last dose of his thiotepa . 
His donor completed stem-cell collection yesterday 

 



at 

Agent Action 

Agent Agent Loc Theme 

Agent 

TERMINATES OVERLAP 

OVERLAP 

OVERLAP 

OVERLAP 
Purpose 

    Coreference: 

“patient’s donor” 

The patient returns to the outpatient clinic today for follow-up 

the patient will complete his thiotepa dose today , and he will return  

tomorrow for the last dose of his thiotepa . 

His donor completed stem-cell collection yesterday 

at 

 



Donor 
stem-cell 
collection 
completed

Patient 
return to 
clinic, 
thiotepa 
dose

Final 
thiotepa 
dose 

The patient returns to the outpatient clinic today for follow-up 

the patient will complete his thiotepa dose today , and he will return  

tomorrow for the last dose of his thiotepa . 

 

His donor completed stem-cell collection yesterday 

  

 

at at 

 



cTAKES Component or Function Score Score Type 

Sentence boundary [2] 0.949 Accuracy 

Context sensitive tokenizer [2] 0.949 Accuracy 

Part-of-speech tagging [2] [10] 0.936 – 0.943 Accuracy 

Shallow parser [2] 0.952 ; 0.924 Accuracy ; F1 

Entity recognition [2] 0.715 / 0.824 F1 1 

Concept mapping (SNOMED CT and RxNORM) [2] 0.957 / 0.580 Accuracy 1 

Negation NegEx [11] [2] 0.943 / 0.939 Accuracy 1 

Uncertainty, modified NegEx [11] [2] 0.859 / 0.839 Accuracy 1 

Constituency parsing [12] 0.810 F1 

Dependency parsing [10] 0.854 / 0.833 F1 2 

Semantic role labeling [10] 0.881 / 0.799 F1 3 

Coreference resolution, within-document [12] 0.352 ; 0.690 ; 0.486 ; 0.596 MUC ; B^3 ; CEAF ; BLANC 

Relation discovery [13] 0.740-0.908 / 0.905-0.929 F1 4 

Events (publication in preparation) 0.850 F1 

Temporal expression identification [14] 0.750 F1 

Temporal relations: event to note creation time [15] 0.834 F1 

Temporal relations: on i2b2 challenge data [15] 0.695 F1 

 



Applications to Biomedicine 



• Patient cohort identification from the EMR – eMERGE, PGRN, 
i2b2 

• Analysis of rare diseases – Phelan McDermit Syndrome 
• Pharmacovigilance – adverse events  
• Patient-facing applications – patient-interpretable clinical 

notes 
• Point-of-care – summarization 
• Question-answering  
• Quality metrics 
• Public Health 

 

Applications 



DeepPhe Project 
(cancer.healthnlp.org) 

Funded by the National Cancer Institutes  

within the Informatics Technology for Cancer Research (ITCR) Initiative 



Impact 



END 


