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Speaker: Today’s speaker is Dr. Hardeep Singh. Doctor Singh is chief of the health policy quality and informatic’s research program at the Houston VA Center for innovations in quality, effectiveness and safety. He is also associate professor of medicine at Baylor College of Medicine. Doctor Singh conducts multi-disciplinary research at the intersection of clinical diagnosis, patient safety, and electronic health record use. He was awarded the academy health Alice Eskrow [PH] New Investigator Award for high impact research. And in April 2014, he received the presidential early career award for scientists and engineers from President Obama for his pioneering research. Any questions you send in to Doctor Singh will be monitored during the talk, and I will present them to him at the end of the session. As a reminder, a brief evaluation questionnaire will pop up when we close the session. If possible, please stay until the very end and take a few moments to complete it. Now, I am pleased to welcome today’s speaker, Doctor Hardeep Singh.

Dr Hardeep Singh: Hi, thank you so much for the introduction. It is great being here for this seminar. This is a very timely topic, as some of you might know, there was a recent Institute of Medicine report improving diagnosis in health care. It was released on September 22, which pretty much lays down a lot of the foundations for some of this work. It actually says something quite startling. It says most Americans will get a wrongful diagnosis at least once in their lifetimes. And importantly in the headlines and what I was going to do today is to go over some of the burden of diagnostic areas in electronic health record enabled health care settings, which is some of the work that we’ve done in the VA that was prominently featured in the report. And we have the advantage of having electronic health records, and we have a lot of lessons to share with the rest of the U.S. 

I also want to discuss the types of patient safety concerns involving diagnosis that can occur in the EHR enabled healthcare system. Then we will go with some potential informatics opportunities, solutions, and conceptual frameworks for moving this agenda forward. 

So I do want to poll, and if you can take this poll it would be really good to try to see who’s on the call. Heidi are you running it on the background? 

Speaker: Yup, I’ve got it here. What we are asking for our poll question here is my main role in the VA is research investigator, research staff, administrative operations, IT informatics, clinician, clinical staff, or other. I know a lot of people have dual roles, but we’re looking for your main role in the VA, and if you do fall under that other category, if you could send that in using the questions page, I would love to hear what that additional role is. We will give everyone just a few more moments before we close this out. 

And it looks like we’re slowing down here, and what we are seeing is forty-seven percent say research investigator or research staff. Eight percent administrative or operations, twenty-three percent IT informatics, thirteen percent clinician, clinical staff and nine percent other. And for that we have received one response, or a couple, nursing informatics non VA, or quality management for all radiology. Thank you everyone for participating. 

Dr Hardeep Singh: Great, wonderful. Thank you so much, it looks like we have a very nice diverse audience. Nice to also see a good representation from IT and informatics. Hopefully there will be good discussion. 

So I’m going to talk about some of the early work that we did. So we know in the VA we have this big advantage of having comprehensive Electronic Health Record in a fairly integrated health system. So we do have access to all the information from primary care, specialty care, ER, hospitals, all the lab, imaging, pathology. And so we reviewed a lot of this information and we also reviewed information in a similar health system. Similar not in terms of VA, but similar in terms of having a comprehensive electronic record and being fairly integrative where most patients actually come back to the system. And we were able to get a good idea about the longitudinal journey of the patient across the healthcare system. Then when we assessed the medical record, we actually use a lot of information from the medical records to make decisions about what was in error and what was not. And what we found was common conditions get missed in outpatient settings despite the presence of clear red flags to something that should have been done. And we found the frequency of diagnostic errors to be about five percent, or one in twenty U.S. adults per year will get misdiagnosed. That is the estimation that we had, this was about last year’s work that we had published. 

About half of these have potential for clear harm. So you can see that it’s not an uncommon problem. Previous estimates have not come up with a number when people had made some expert guesses and the numbers were all over the place. And this number is quite well supported now and it’s believed to be an underestimate. So when our studies came out, got a lot of press and we were wondering if this would be... almost a little nervous about the study. But other work has come out supporting... nobody was really surprised by the patients and what all the experts said that they were expecting a bigger number than just the five percent that we came up with. In fact, [00:06:00] Foundation in Massachusetts did a survey of Massachusetts state residents where almost twenty five percent said that either themselves or a family member had had a medical alert in the last five years, and half of those, which is about twelve percent had had a diagnostic error. So again, we are looking at something, which is fairly common, and now the data has come out from many different sources supporting the fact that the problem is quite significant and quite prevalent. 

So where do we start? Safety begins at measurement, so we cannot already improve what we cannot measure. But in the case of diagnostic error, it’s also very important to remember that we cannot measure what we cannot define. So I’m going to start by talking to you about some of our definitions. 

This is how the state of medicine defines diagnostic errors. They took into account several previous definitions and through many discussions, and what they said it is the failure to establish an accurate and timely explanation of the patient’s health problems. Or, communicate that explanation to the patient. There are two notables in this slide. One is there is the word or in the middle, and the second one is that there is no word diagnosis in the definition. So it’s a fairly broad definition, it is very patient centered, so for a researcher you would look at this and say, that’s great, but how do I operationalize this in my work, for instance. So I’ll give you some examples of how we did that over time. 

Over the last few years, this is the definition we have used in our work where we say the diagnostic errors occur when case analysis reveals evidence of a missed opportunity to make a timely diagnosis, or a correct diagnosis. This essentially means that something different could have been done at that point of time when the clinician was making the diagnosis. 

We also say that the missed opportunity must be framed within the context of an evolving diagnostic process. So what does that mean? Not everything is happening right up front, so you might go to a doctor and say I have a cold, and it’s been three days, and the doc says well you probably have a virus. Well ten days later, you come back with facial pain, headache, fever, and now you have sinusitis. And so often times, while this is evolving to bacterial ones, and it’s not possible to even treat with antibiotics or even call it sinusitis on day number three. So what we tried to do is to see if the diagnosis is evolving and call it missed opportunity only when it’s in the context of an evolving diagnostic process. If it is possible to make the diagnosis early and there is a clear red flag that something different should have been done; that is what we call diagnostic errors. 

Then we say that the opportunity could be missed by anybody, not just the provider. But also the care team, the system, or even the patient. So all of these factors are to be considered in any definition of diagnostic error. 

Here is a potentially useful model that we use in framing our work, where we say that if missed opportunities could [00:09:20] either systems or cognitive factors, and I am going to go with some of these issues in the talk. They lead to harm from either delayed or wrong treatment, or wrong tests, and that is the area B that we focus on the most when there is potential harm from diagnostic errors; and we call it the medical diagnostic harm. 

On the right side, the rectangle D, it is not... it really represents those cases where it is not really possible to make the diagnosis in a timely fashion, because sometimes diagnosis is just hard. The conditions that could be infrequent, they could be where... so it basically helps us focus on areas where we could do something now. And that’s not to say that in twenty five years we might be able to make a more timely, more accurate diagnosis ahead of time, but we are not able to do that now, so we like to focus on area B. 

What types of conditions are affected by diagnostic errors? There is emerging data that supports that it is the common types of conditions, not necessarily the rare ones. In pediatrics there is a whole host of illnesses like viruses, I will give you an example of that, medication side effects, psychiatric disorders, and appendicitis. In adult primary care, chart review studies we found pneumonia becomes heart failure, anemia, acute renal failure, we’ve had spinal epidural abscess and a whole lot of other conditions that are seen in primary care. 

Then overseas, there’s emerging work coming out from Europe and Australia which is pretty much confirming that the common stuff that gets [00:11:00] embolism, sepsis, MI and appendicitis. There’s a study of Gordy Schiff’s [PH] group from Chicago where they asked a whole lot of internal medicine physicians what types of conditions that they had missed over a certain period of time; and here’s a list. It pretty much supports many of the other types of data that we are looking at, including malpractice claims data, which suggests that colorectal cancer and lung cancer data are amongst the more commonly missed conditions. 

Note that overdose and medication side effects is right up there, just like we had seen in the pediatrics study, and a whole lot of common conditions. 

So what are the contributing factors for diagnostic errors? There is a whole lot and again, these are due to both cognitive and system factors. There are many things that we understand right now, and there are many things that we do not and this is an evolving area of work; and we are still understanding how to fix this problem. 

Here are some of the grand challenges we have addressed over the last few years... or tried to address. And here’s what we need to think about when we move forward in this field. We are finding a whole lot of common conditions being missed despite the presence of red flags on patients, so we have seen cases where patients had documented anemia, for instance, for years before a diagnosis of colorectal cancer was even considered. We have seen patients who presented with neck pain, fever, and neurological symptoms where diagnosis of spinal epiduropsis [PH] or _____ [00:12:44] osteomyelitis was made for a good length of time. So we have these conditions being missed, and oftentimes this is because of failure to elicit key histories or exam findings. Certainly, in our family care study, we found that eighty percent of these breakdowns were because of the clinician and patient encounter where there is interaction about history, physical exam, ordering tests. And we’ve also seen critical information in EHRs being overlooked, and I’m going to talk about some of our research on test results in a few moments. 

We have also found there are very complex systems and cognitive issues involved, and oftentimes it is not possible to tell whether it is a system issue or it is a cognitive issue, and they are very intertwined and they interact with each other. So, just imagine in a time pressured environment in the clinic, when we were seeing, let’s say a patient every fifteen minutes, you may not be able to focus and slow down and think about a diagnosis. In the emergency room, that gets even worse. 

Other problems are the diagnoses are not always black and white. I will give you an example of diagnosis that evolves over time. There is always a tension in the outpatient setting for sure; in the emergency room as well. The tension between the under diagnosis and the overzealous diagnostic pursuits, so when patients present, do I order the test, do I not order the test? Well, order the test and therefore I might be harming the patient because of radiation, or it might be costly, or do I not order the test and therefore I might miss the diagnosis. So clinicians are always trying to balance the two opposite ends of the pendulum. 

Then of course, the time issue. Most providers we talked to say they do not have adequate time to think about and do a differential... just like you talk to a medical school asking what the problem was. And we also don’t have good feedback systems for improvement. We all make diagnoses. As clinicians, we’re oftentimes we don’t know which ones were right, which ones were wrong, and occasionally we’ll only find out a few years later when we get a letter from a lawyer or you get a notice that something... the patient might tell you I went to another doctor and they diagnosed me with something else. But there is no lack of systematic feedback so that we can improve. 

Other grand challenges, as you probably all realize, there is no magic bullet for improving physicians cognition; there is also not a single system fix that could fix the problem with the diagnostic process. It is almost representative of half of healthcare and so there is no single system fix that we can say, okay, here is a bundle that we can just use, and that will fix the diagnostic problems. 

There is also a fine balance between what is a system issue and what’s personal responsibility and accountability to make a diagnosis and very important, how many diseases do we even focus on, because if you look at our primary care study, we found sixty-seven types of different conditions that will be missed in the outpatient setting. And none of them with more than about six percent, and when you have a whole lot of conditions and you have common processes laid down, how many diseases do you strictly focus on? So there’s always a tension with that. 

But here’s where I think the opportunities lie for informatics. This is the institute of medicine’s representation for diagnostic error, and it conceptualizes the patient’s joining across the healthcare system as they receive a diagnosis and then following that they go have treatment and an outcome. If you look at the top, they defined six areas of failures where things could go wrong, that could lead to a diagnostic error. So starting from engagement, when patient experiences a health problem and then engages with the healthcare system, there could be a failure of engagement. Then I talked to you about the diagnostic process and the information gathering from history, physical exam, you integrate that information, you order tests, and then you have a working diagnosis. All that is in the diagnostic process; there could be failures in all of those conditions.

Then you have communication of the diagnosis to the patient. Remember they actually specify that needs to be a part of the definition of diagnostic error. When you can make the diagnosis, after that it is treatment and outcomes, so the last two failures, is failure to establish an explanation and failure to communicate that explanation to the patient, are also part of the diagnostic process. 

So it is important to realize that this diagnostic process is occurring within the work system, so those of _____ [00:17:52] the human factors work with the fairly human factor approach to the diagnostic process. Or the diagnostic processes is contextualized within the broader work system in which there are other team members. For instance, nurses, you have pathologists, lab, radiologists... I think there was somebody from radiology there. That is part of the diagnostic team. There is also the task they are performing, using technology and tools, so for those of us who study electronic records, that is a technology that is sort of integral to the diagnostic process. And they’re all performed in an organization and the environment that we are practicing them in, so organization policies and procedures will make a difference in the way we practice. So all of this diagnostic process occurs within the work system. 

I think this is a nice diagram, you can look at it on the website in detail, of course, and the slides are available as well. It helps you focus on how to improve the problem. 

So moving on to areas where we could actually make a difference, these are potential areas for informatics solutions. I am going to go... there are a whole lot more areas, but I am going to focus on information technology, measurement of diagnostic errors, communication and teamwork issues, and patient engagement in my next few slides. 

So let’s start with information technology. For the intersection between health IT and diagnostic safety is fairly complex. We implement Electronic Health Records in sort of the private, non-readable, over the last seven years or so, because we want to improve patient safety. So the goal was can we use health IT to improve patient safety. Again, for the diagnostic errors, the goal would be how can we use health IT to measure diagnostic errors, to reduce diagnostic errors, to reduce patient harm. Some of this work has been done for health IT in medication errors. We do not have analogous work as much for diagnostic errors, but I am going to give you examples of how that could be used. 

But really, you’ve got to face the current reality. Most of the healthcare system, especially outside the VA, is still trying to figure out, how can we make sure that the health IT itself is being used safely. I will give you examples of what we mean by that. So we did an evaluation of alerts, some of you are familiar with the view alerts in CPLS. That is how the radiologists and the labs, for instance, communicate test results to the ordering providers and sometimes the backup provider. They are transmitted as mandatory notifications that show up on provider CPRX screens in the viewer window. Many years ago, we looked at about eleven hundred and sixty three abnormal labs and almost twelve hundred abnormal imaging test result alerts. And what we found was about seven percent of abnormal labs still lacked timely follow up at thirty days. So we not only reviewed the medical records in detail to look for evidence of follow up, we also called the providers of these patients and said, hey, we saw an abnormal lab. And these abnormal labs included PSH of more than fifteen elevated PSA _____ [00:21:20] very abnormal. And these are not the minor tests of _____ [00:21:28] which don’t have much of clinical significance. These were abnormal labs that really needed to be followed up. 

Similar numbers, very similar numbers, eight percent of abnormal imaging lack timely follow up around the same length of time. Again, we have actually called providers to confirm whether they had follow up actions taken or not. And we found that when providers acknowledge alerts versus not acknowledge alerts, there was no difference. So even when providers were acknowledging alerts, clicking on them, reading the report, there was still no follow up. So we found this very perplexing and we actually looked at this in more detail as to why this is happening. Now, many of you might know, the VA alerts often go to two people. For instance, the primary care doc is almost always receiving some of these critical abnormals [sic]. Let’s say the pulmonologist ordered the test and the test came, it’s abnormal, that CAT scan report will go to the pulmonologist as well as the primary care provider who is the provider on record for the patient; even when some specialist ordered the test. 

So in this case, what we found, and again, this is true for many other settings as well, we were hoping that this back up system would be good, and it would be preventing patients from falling through the cracks of the healthcare system. And what we found was it was not. And this is the problem, that each one was assuming that the other one was going to follow up with the patient. And this is happening in primary care as well. The reason we found out is because we saw notes from the research assistant on our team who had left by that time, who was documenting that I called the provider, but they said they were not the ones responsible to call somebody else. And that would be true for situations then, let’s say as one primary care provider I’m helping another primary care provider, if I order the test, am I responsible, or is somebody else responsible? So we found these types of issues. 

We also found, and most of you can relate to this very well, that we have too many of these alerts in the viewer alert system. This is something we are just starting to address nationally as well. So we found that in one survey, thirty percent of family care providers said that they had missed some test results because way too many alerts in CPRA. 

And more is on the way. so there has been a lot of talk recently about available technology, you know fit bits with many tools that patients could be using and much of that information, people want to give it to their docs and... I have a statement that I borrowed; patients can now continuously monitor their data in real time and send it to their docs. So sometimes, it may not be a good idea because the docs might not be ready to see all that new data, because they are fairly overwhelmed with the data they already have in the current CPRA or the electronic health record. 

So what we found was there is multiple socio-technical issues... that’s the word that we use a lot and I’m going to walk you through a model which explains what we mean by socio-technical. But essentially, we found issues with the software. So for instance on our subsequent work, which included focus groups, talking to providers and doing surveys, passed them out... we found that there was no functionality for saving, tracking and retrieving alerts. That is a software problem. Oftentimes as you know, some of the alerts, when you click no them they disappear. We found problems with content. So content is the knowledge, the rules, the logic in the EHR, so we found too many unnecessary alerts is a good example of that. 

Everybody can relate to noise signal ratio on the screen, so when you get all these alerts, there is a whole lot of alerts at one point of time. It is easy to miss something because a signal gets lost among the noise. So there are usability problems. We found workflow problems. Providers would think that they are going out of office... well, think that they are letting other person get the alerts when they are going out of the office for two weeks. But the way they assign the providers, they will assign provider A for week one, and provider B for week two, but in CPRS the computer only recognizes the second provider; so in the first week nobody would get the alerts. So we found problems with the surrogate feature in CPRS, which is a workflow issue. 

And oftentimes, providers would say they were not trained, and they don’t have the knowledge of some of the features. We had a comment that providers said that for eight years, they were in the system, but they did not know that the viewer could be sorted, so they had a training issue that could be easily fixed. 

Then we asked around, do we have an organization policy for who is responsible for follow up because that was ambiguous. I gave an example, and we found that there was no clarity in the policy, so we changed the VA policy locally, and now actually the national policy is also very similar about who is responsible for follow up. 

So we found all these multiple socio-technical issues and here’s a model that pretty much represents all of what I just described and we find this model really, really important in most of the work that we do in informatics and patient safety. Because we really have to consider all of those dimensions in order to get this right, in order to make sure that we are using electronic health records safely. 

So here’s a framework I’m going to walk you through which has three domains; and we found this very useful. When we talk about patient safety and health IT in general, it also applies to diagnosis, and I am going to give some examples from along the way just to sort of walk you through and tell you why we found this useful. 

So when you’re approaching the topic of patient safety and informatics, patient safety and health IT, what we found useful is to think of three domains, and I’m going to walk you quickly through all of them. So domain one is... you have to make sure that the health IT itself is safe. So this is anytime there is something unique or specific to health IT... so remember the time that I was telling you the alerts used to disappear when you used to click on them even when they were critical. So that’s a safety health IT problem. The technology itself is not safe; you need to fix that. And here’s an example from thankfully not the VA, but this is an example from a BBC news item. This happened in National Health Service in 2006 when nine hundred patients got a prescription for Viagra instead of Wellbutrin and the only reason they found out is women started showing up in the pharmacy with Viagra prescriptions. And this was because of a computer glitch that happened at a GPs practice and so because a computer glitch is marked, automatically the patient is prescribed the wrong medicine. So that’s a safety technology problem. 

The second problem is, or domain that we need to address, is using health IT safely. What I mean by that is whenever there is unsafe or inappropriate use of technology, all the unsafe changes in the workflow that emerge from technology use, that is the second domain. Using health IT safely. We can have the best electronic health record in the world, but if you don’t know how to use that effectively, use that safely, we’re not going to be able to get _____ [00:29:01]. 

As an example of what happened in the Dallas Ebola case last year, when it was a perfect intersection of what could go wrong when a human interacts with a computer. So here, the nurse had documented the history of travel to West Africa, but she assumed that the physician would be having access to that information. On the other side, the physician actually did not see the notes, nor did the physician actually ask the questions about the travels to West Africa. So there was reliance on the EMR to commit that information. There were also some other issues. There was lots and lots of use of templates in the notes. The clinician actually spend more time with the computer than they did with the patient in discussing the history and exam. And there was a lot of templates. There were... the notes said no fever even though there was a hundred and three fever documented in the notes of the provider. And so there were all these complex issues related to the use of EHRs which really showed that this is really a high hazard area where the human interacts with the computer. 

The third domain is of most interest to us maybe because we want to use health IT to improve safety. So we want to leverage health IT to make sure that we can prevent patient harm, we can detect medical errors, we can fix them. And the example that we use is electronic health related triggers where we can use Electronic Health Records to identify situations where there are ongoing delays in care and we can identify that information. There is a progress area locally, and now we are doing some additional work with _____ [00:30:50] where we are building on this additional work to use the Electronic Health Record data in order to identify patients to prevent subsequent delays. I am going to talk a little bit more about this work in a few minutes. 

An additional model that we recently published that ties everything together, that I just described. It has a socio-technical work system; I walked you through that. It has the three health IT domains and I explained those three, and it is important to remember that we start this by measurement. And so this is a paper that mostly focuses on measurement that you might find helpful in your work in patient safety and health IT. 

So talking about measurements, we must think about real world practice, so if you want to measure missed opportunities or errors in diagnosis, think about how are you going to do that in a real world environment. So this is where the focus of our work has been more than what’s just in the doctor’s head. So most people think of diagnostic errors as biases and _____ [00:31:52] that happen, but we take a much more persistent approach where we say it is the system, the team members, and patients all inevitably influence our thoughts. And we have a model that we find very useful, and giving you all a conceptual framework, because it really helps to identify the issues at hand. 

We say that the diagnostic practice is fivefold and that five items are in the left hand of the figure, and this diagram also walks you through measurement alerted diagnostic errors. And we actually focus on the encounter, so we talk about _____ [00:32:30] follow up, we talk about the referral issue, we talk about lab and radiology interpretation issues. So we really think that the diagnostic process is beyond just the clinician’s head, where they’re just talking to patients, inferring information and making the diagnosis. We include the lab, the consultants, the radiologists, and including the patients who are central to this process. 

Some of the comments that we’ve got from improving diagnosis in healthcare report really illustrates how complex this area is, and I’m going to now read through each one of these, but essentially, the point is, diagnosis is not static, it evolves and there’s many thing related to uncertainty and diagnosis, which comes into question. 

And with that, the question is what do we do now? Can we measure this thing? And we say that I think we can start measuring missed opportunities for quality improvement, research and learning, but not ready for anything else. So we cannot be thinking about public reporting, or performance measurements, or the quality indicators, or penalties for diagnostic error. We need a lot of data, we need of research in this area. We’re still trying to debate about what the definition of hypertension and diabetes and so we’re still far away from trying to come up with good data standards and operational definitions of diagnostic error that are beyond just a few researchers in this area. And we need other institutions to start measuring this, so we’ve done a lot of our work in Houston on this problem, but I think other institutions are going to slowly need to also start measuring this problem so we could be transparent about it. 

Other institutions that have done work in this area include Harvard, Department of Health System, and some of the others have done some good work in this area as well.

So let’s talk about a high priority area, which is very important for the VA. We have set off a big problem with missed and delayed cancer diagnosis and we have issues that have shown up in malpractice claims with lung cancer, colorectal cancer, _____ [00:34:41] cancer. One of the big reasons is lack of timely follow up with cancer and abnormal test results. Again, I give you an example of explaining how the test results issue unfolds in practice. So what we’ve been doing is to develop triggers on how to identify these issues. 

So imagine when you go to a primary care practitioner, the diagnosis is certain, great. You get the correct diagnosis and the diagnosis is certain, and all goes well. But usually what happens is you get more tests, you come back to the primary care provider, you go to a consultant, a specialist, get more tests. So what we try to do is can we identify patients who are falling through the cracks of the healthcare system by using what we call triggers at these points. 

What are triggers, and why are they the first step? Essentially triggers are algorithms to select high-risk patients for further review to look for missed opportunities. Essentially, it is using information technology to pick up needles in a haystack by first making the haystack smaller, but also by using IT as a magnet to pull those patients out as to the ones you really want to look at. We have used triggers both retrospectively, so we would look at return visits, so when patients come back to the emergency room and get admitted for instance. Or like ten days after a primary care visit we can look at those records to see hey, is something _____ [00:36:20] care. 

We can also use it prospectively, and that is the example I gave you where we actually have built Electronic Health Record triggers that could look for follow up actions on certain _____ [00:36:35]. So imagine if a patient has a positive hemoccult or microcytic anemia, which is new, but they have not had a colonoscopy in sixty days, the computer can actually pick that up and we actually developed a sophisticated version of this trigger. We have developed a similar one for imaging where you say here is a suspicious looking chest x-ray that was recorded by the radiologist as normal. By the way, only in the VA we use this system, which is actually pretty good, but always could use some improvement. Where the chest x-ray is quoted as abnormal, but it is really good, because the computer knows what chest x-ray is abnormal, then the computer can identify that. The computer also knows what kind of follow up actions need to follow suspicious chest x-rays. For instance, a CAT scan, a primary visit, a biopsy, a thoracic surgery, appointment; if they do not... if the computer doesn’t find all those actions, or follow up visits in let’s say thirty days, we can identify these patients quite well. 

Our predictive value is about fifty percent, but half the time the computer says that these hundred records are positive, about half the time; we actually find them to be truly positive. And so we kept the intervention recently in a small trial where we found that the intervention of extracting data from the Electronic Health Record about which patients might be asked to follow up, and then communicating that information to the primary care team of that patient, does delay... does reduce delaying diagnostic evaluation of colorectal cancer and prostate cancer. 

We also found that these patients have more diagnostic evaluations that finally... They have had some positive benefits. We are now doing the much larger project within twelve where we have modified this intervention and we will be studying that as well. 

So the time to sort of start doing surveillance on the issues. The issue is, as you know the infusion of too many competing priorities. We are doing mostly research on this issue now. I do not think we are quite ready for creating this type of intelligence at the institutional level right now. But I think some of our work shows some positive results. Facilities gradually start using these algorithms for real time monitoring, and it might actually lead to bang for the buck outside of research as well. 

And there is some strategies that we actually built. I am going to walk you through in the next few slides that might be useful to improve test results and follow up as well. And some of you have seen our test results management tool kit, which focuses on how to improve real alert management. We have some solutions regarding that. We also have policy augment where we have actually created some best practices for policies. As many of you know, recently the VHA director on communicating test results got revised and it was just released to the field about a week or two ago. Some of our recommendations were useful in doing that work. 

What about proactive measurement? Can we do some sort of a risk assessments on what we are doing? We’ve done a project with the Office of the National Coordinator to try to identify what types of things would be useful at the organizational level to do a risk assessment on. So here is the draft of what we call best practices in knowledge, where what we are saying is consider these practices at your facility for risk assessment. And they’re like high risk documents. They are not meant to be regulatory, but they are a checklist type guidance documents that are freely available on the healthit.gov website right below which are focusing on nine areas. But essentially, there’s one on test results reporting that is really important and I’m just going to quickly pull out some essential things. 

This is what the safer guides look like. The one that I am showing you is a safer guide on test results reporting and follow up. We are actually now modifying this for the VA. This work was done for the private sector, but we are going to try to modify this for the VA and make it more VA specific. So some of the ones I am going to just call out, strategies that have been useful to show why they are important. So here we are say predominantly text based test reports... so the radiology [00:41:16] interpretation. And this is the example I was giving you earlier. In the VA, it is really important to have the radiologist code. And the problem is, not all facilities use the same code, so essentially now everybody has their own. But if the computer knows what’s abnormal, the computer can detect it easily. 

Similarly, there is one here that is an amendment for the test results; somebody needs to communicate it, so we have a good way that amended test results are essentially almost always mandatory that if something changes, I get a notification of it. If it is something really important, I need somebody to call me, because otherwise I might miss that. 

Another good clinical practice is on this page where we say that everybody should be monitoring test results reporting and follow up. And as some of you may know, in _____ [00:42:09] we have started looking at this issue where they have tried to look at medical records to determine how many of them have follow up actions. 

From a patient perspective, which are really, really important, on something like test results, again, the quotes that I’m going to show you are not just about the VA. This is a small study we did, we talked to some patients about... who ultimately, as you know, were going into the mode of leaving these test results directly to patients. In the VA, many of you might actually know this, but in the VA, most test results get released to the patients automatically with or without clinician’s interpretation if the patient has the user access to My Health. But they are able to access their test results within three days most of the time. Now, for certain types of test results, it is a bit more to wait, but patient portal is still evolving and there are... My Health has been used in the VA. In the outside world, many other EHR systems do have a way of communicating test results. So this is work in evolution because we have a long way to go because patients really need help when they see all these test results. And we don’t have good _____ [00:43:30] in order to do that. 

So here is a quote from a patient, the results were abnormal, but I did not realize it. There is a comments section but the doctor never leaves a comment. My triglycerides are high, okay, what is that supposed to mean, what am I supposed to do? Again, just underscoring the fact that patients are going to need help with some of these interpretation issues. 

Here is another quote from a patient. I had to figure out the sodium was low, there is a problem with low sodium, but what can I do? Another quote from a patient, I am not a doctor; I hope they will call if it is problematic. And this is really a mess because everybody seems to be thinking that the doctors is going to call if it’s abnormal, which oftentimes doesn’t happen. I would say that the main part of our work that is showing patient engagement is really important for improving the safety of test result follow up, because patients can be partners in their care. And if they know that I had a test result, I need to call and get a result to make sure it was normal. Or if it’s abnormal, I need to do something about it. but there’s many opportunities for improvement in test results when we release them through portals, and patients often may not understand what the next steps are, what they’re supposed to do. So we are doing some work in this area; and this is an area which is _____ [00:44:43] for explanation as well. 

And we must preach that no news is not good news to patients, because oftentimes this is where things go wrong. They assume that somebody will call them when something is abnormal and as a healthcare system _____ [00:44:56] do that. 

Personal _____ [00:45:00] the takeaway points, the IM report made it very clear, and some of it was estimates of the need based on our work here, that diagnostic error will likely affect all of us. And it’s really important to remember that all of us _____ [00:45:17] about this problem. 

There are challenges and are actually through... many of them that involve complex cognitive and system issues, and oftentimes it is a very complex... That the cognition and the system interact with each other to produce the problems; and it is not easy to separate the two, so we have taken a very systems-based approach in our work, and there are several opportunities for informatics intervention. I give you an overview of the fields in the twenty-five minutes, but I think there are several other opportunities that I have not covered, and it will be an interesting journey ahead. Because using information technology, applying the principles of informatics, are really important to improve the diagnostic process, and so are other fields such as human factors, psychology, social sciences. We really need a multi discipline approach in addressing this problem and we will also need to have support from many funding agencies, including the VA and the national center for patient safety and the HSR&D, NIH as well as HRQ. 

I also want to thank my team at the VA Health Services Research Center for Innovation in Houston, and my contact information is on the slide as well. Thank you so much, I look forward to your questions. 

Speaker: Thank you Dr. Singh, we do have a few questions here for you, so I will go through them. The first question is in regard to diagnosis. When is the condition named? So if the patient’s _____ [00:46:54] leads to pneumonia treatment, and the PE is eventually diagnosed, is that an error? 

Dr Hardeep Singh I am sorry, say the patient’s condition meets pneumonia... I am sorry; could you repeat that question? 

Speaker: If patient’s _____ [00:47:10] leads to pneumonia treatment and a PE... 

Dr Hardeep Singh: Huh? 

Speaker: Pneumonia treatment... 

Dr Hardeep Singh: Yeah. 

Speaker: ... and a PE is eventually diagnosed, is that an error? 

Dr Hardeep Singh: Yeah, so these are the types of questions that are very helpful to understand the process in which there is a missed opportunity. We often go by what is the data available to the clinician at that point in time. So, this is where reviewers often don’t agree. In fact, in some of our work, if you give a very similar scenario to a patient... to like seven different providers of a patient who presents with _____ [00:47:54], providers will use their own interpretations. So in our work we have... What we have done is two people have to agree that this is an error, essentially. And the way we do this is we go by what was the information available and were there any clear red flags that should have suggested a diagnosis of pulmonary embolism with the pneumonia. So if this was a patient who presented with DVT or had a known coagulation disorder, where you should have been expecting a pulmonary embolism, but without a chest x-ray, the patient was treated as pneumonia, we might call that an error. So again, just by that short description, it’s hard for me to say yes versus no. what I’m trying to do is explain to you the process that we undergo, and the process, the way we train _____ [00:48:46] in trying to understand the complexity of the case as to what was information available and would they have done something different. 

Speaker: All right, thank you. The next question refers to slide eighteen. Can you provide more information on where that figure came from? 

Dr Hardeep Singh: Sure, I will have to go back to eighteen... While we are talking about defining diagnostic errors, there is a paper on our website, joint commission... If you go to the website that I have on the last slide, our joint commission paper on defining diagnostic error is on my website itself. It is on the home page for the VA website. Please take a look at that and shoot me an e-mail if you thoughts about what we call errors. But it goes through the process of how we do this. 

So slide eighteen... Yes, that is actually from the institute of medicine. This is what they came up with as the diagnostic process. It is freely available if you just Google IOM and diagnostic error, you will come to the report and it is... the figures and all the other materials are available on the website. 

Speaker: That’s easy enough, thank you. Can you elaborate on the role of capturing clinical reasoning to depict a patient’s story as it relates to diagnostic accuracy? 

Dr Hardeep Singh: Capturing clinical reasoning is really hard. This is where I do not think adequate work has been done. we’re trying to figure out now what are the competencies in clinical reasoning that can... that are measurable... that would correlate with either diagnostic errors or absence of that. We could do that for _____ [00:50:35]. We have actually used clinical vignettes, which are based on real tidbits where we gave providers some time to sort of solve and come up with a differential. So we’ve some studies. We could use standardized patients, especially unannounced standardized patients. I know some people in the VA have done work in the area of standardized patients. So I think that’s another potential. Simulation could be another great way to capture clinical reasoning to correlate that with diagnostic accuracy. So again, not enough work in the area, but lots of potential through case based vignettes, simulation as well as standardized patients; again, evolving work, which we will probably learn about more in due course. 

Speaker: What design factors are you applying to make sure triggers are not adding to the problem of alert fatigue and distraction, and warning fatigue and distraction? 

Dr Hardeep Singh: Yeah, big one. So in our first study, the one I showed you, the itemized control trial, we tried to call providers, even though we had enrolled them in our study, we really tried our best to ask them hey, should we send this information to your nurse instead of you. What time should we call you? What time should we... how should we best relay this information to you? Remember, when we identify the triggers, there are just very few of them. So providers might only get maybe one or two triggers a month. So essentially, we give adequate time for the providers themselves to take follow up action on the abnormals. So they have lots of time, so remember those thirty days and sixty days. In fact, for process, we had ninety days. So we are hoping that in that time period the providers will take care of the follow up. We would only cast them as a safety net, so essentially our trigger system is that of a safety net and we don’t catch a whole lot in the sense... per provider. 

So when you look at it from a facility, a facility might get forty triggers let’s say a week or a month or something, but when you distribute it to the provider level, it’s very few. It is one or two, even though there was very little frequency of transmission of these communications to the primary care providers; we still did not get a lot of positive response and responsiveness to that communication. So we had to call them several times, we had to e-mail several times. So this time, the next time around that I told you we are working on a version twelve project, what we are trying to do is to try to take it away a bit from the providers and not communicate as researchers to the providers directly. But to try to see if the facility will own that information, so essentially that means we would automate the transmission of these triggers directly to somebody at the facility who can then ensure through their local channels how the follow up needs to occur. Because remember, the computer is right only about half the time. Which is still pretty good because remember, we are looking at thousands and thousands of records and identifying only let’s say a hundred that needs to be looked at over a long period of time. So we’re hoping that building it into the existing workflow would be more beneficial than us as researchers trying to e-mail them or call them and burdening them even further. 

Totally understand that providers might have missed it, so we do not want to be calling them to say hey, by the way you missed it. We want to try to see what can be done at the facility level. So for instance the checkpoint might call the gastronomy, hey by the way you know, that patient needs a colonoscopy and the primary care doc already put that in, can you just schedule it without them getting the primary care doc to take action on that. So we’re hoping that somebody at the facility level provides that kind of support in order to alleviate the burden of the primary care docs. 

So we’ll find out in the next couple of years if that’s how that animation works out. 

Speaker: Okay, the next question. So my doctor that would trigger when my HA1C was five point eight, isn’t this sort of trigger designed to get through to treat me for something that does not exist? 

Dr Hardeep Singh: I am assuming... did you say hemoglobin A1C? 

Speaker: Yes. 

Dr Hardeep Singh: So if I understand the question, I think the person is saying my doctor was sent the hemoglobin A1C of five point eight, and that that was high, I was not sure. 

Speaker: It says my doctor got a trigger when my HA1C was five point eight. Is this trigger...?

Dr Hardeep Singh: Yeah, we do not need triggers on hemoglobin A1C. We are only focusing on making triggers for high priority conditions such as cancer... missing the right cancer diagnosis. I would think that what the person is trying to express is that information was sent to the clinician, as a Hemoglobin A1C is five point eight, which is barely abnormal. It is almost like normal, and it is a complicated answer; because these are some of the issues we are struggling with in terms of reducing the amount of information that we send to the docs. Many clinicians want to see all the test result information that comes to them so they can communicate back to the patient. 

Now it’s important to know that not every test result is actionable. So if you look at the new directive of communicating test results, we actually define the types of lab results and some of these are not actionable. That means you will not do anything different. Just because you have a slightly abnormal report, does not mean you have to do something different. I hope that answers the question.

Speaker: Okay, we still have a couple more questions, so I will go through those. Some contexts for abnormal lab results are expected to be abnormal, and a trend is more applicable than the abnormal results, so follow up may not be necessary; was this considered during data collection? 

Dr Hardeep Singh: Absolutely. Absolutely, really important. So for instance, if somebody has _____ [00:57:29] creatinine, which has been like two point one for like three years, we do not consider that a new abnormal test result. So this is... most of what we do is we consider sort of new things, even when we look at a positive hemoccult, we look at was it a new abnormal test and that is how we start developing these triggers. Even when we do a records review, we also look at was it actionable or not. And would you have done something different or not. So let’s say if the creatinine went from one point two to two point six, yes. But if it went from one point... if it was one point six or one point eight before and it’s still one point eight, that’s probably not useful. But yes, we do look at newly elevated lab results, or newly abnormal lab results or imaging tests. 

Speaker: I think maybe we can squeeze in one last question. Can differential diagnosis tools like Isabelle have decreased diagnostic errors? 

Dr Hardeep Singh: It is useful when you know that you need Isabelle. The problem is oftentimes as providers we do not know when we need help. And so we actually did a study where we studied confidence and diagnostic accuracy and what we found was providers often don’t know that they need help. They are way too confident even when they’re wrong. So they are very certain, even amidst really, really complicated cases, that only five percent of them got right, but they still didn’t ask for help. So, that’s one problem that you don’t know when you need Isabelle. The second issue is Isabelle is as good as the history or the exam and the data that you collect. A lot of the problems that we find are in data collections. That you just have not got that critical piece of history, or critical piece of exam, or critical piece of some information, even though it may have been buried in the EHR that you haven’t inputted into Isabelle. So I think it has potential value if you’ve got the data, but I think if we just rely... I mean, it is not going to be a tool that is going to help you unless you think about using it and then getting the right data. And if you get the right data and it... yes, it will help you. In fact, the Ebola case that I showed you, if you put the information that the patient presented with to Dallas, in the Dallas ER into Isabelle, the first thing it thought was Ebola. So yes, it could be useful. 

Speaker: All right, thank you so much for taking the time to present today’s session; if you still have questions, you can contact him at his e-mail address and you can also contact VIREC at virec@va.gov. Our next clinic on informatics session is scheduled for January 19 at 12 p.m. and it will be presented by Michael Metheny [PH]. Next month, we will have our partnered research session entitled Am I doing What’s Right? Navigating Ethical and Regulatory Issues With VA Patient and Operational Data; it will be presented on December 17 at 12 p.m. by Nina Smith and Linda Coke [PH]. Heidi, can I turn it over to you? 

Unidentified Female: Wonderful, thank you so much, Sara. Once again, we want to thank the audience. Thank you all so much for joining us for today’s session. We do have a new cyber seminar VA poll page if you have not had a chance to go and check that out, the link is on your screen here. And we will also be sending you an invitation shortly; this is a great place to use to continue the discussions that come out of some of these cyber seminars. To Dr. Singh, we so appreciate you taking the time to prepare and present today’s session it has been wonderful having you present. Thank you everyone for joining us for today’s HSR&D cyber seminar and we look forward to seeing you at a future session. Thank you. 
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