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Risha Gidwani:
Good morning. I'm one of the health economist here at HERC, and I'm a consulting assistant professor of medicine at Stanford University. I'm going to be presenting today a lecture about evidence synthesis, which is not a direct part of the decision modeling, but it is part of what you need to do in order to prepare to run your decision model. I have given this lecture before, and was given some feedback that it was a lot of information in one hour, and so I've actually split it into two this time around. Today we'll be talking about part one, which is about preparing for metaanalysis. That actually ends up taking up most of your time in actually conducting metaanalysis. In the next lecture next week, we'll be talking about conducting the metaanalysis, so we'll encourage everybody who is  bout estimating transition probabilities for a decision model. I also presented the same slide. 
What we have here is a schematic of a decision model where we are deciding to treat patients with an infection with either drug A or drug B, and we want to understand which one is the most cost effective. So we built a model to understand the likelihood of treatment failure and treatment success under each one of these treatment strategies. This is model structure, which you see represented on your screen. What we need to do is populate this model with transition probabilities. If you are seeing this table on your screen, Table 1, this is a representation of what the transition probabilities might look like in a decision model. 

Here we have a paper that looks at the cost effectiveness of treatment for intracranial aneurysm published in Neurology in 2009. You can see this column labeled "Estimate." I hope everyone's able to see my pointer. In this column labeled estimate you have the probability of this multiple event, the probabilities of death related to the procedure, the probability of disability, a regrowth rate, the probability of death before reaching the hospital, the probability of aneurisms. These are all probability inputs into your cost-effectiveness model, which you'll have to report in Table 1 of whatever manuscript that you're writing from you cost-effectiveness model. 

We're going to talk today about how you actually derive these actual estimates. There are actually two main ways to derive model inputs for a decision analysis. One is that you can take literature that already exists, and you can transform it, so that it applies to your cost-effectiveness model. That's what we discussed in my lecture last week. This week we're going to talk about a different way to derive model inputs, and that is synthesizing the available date. There are [-is (the number is > 1) a number of different ways that you can synthesize available data from multiple studies, which are in the literature, including metaanalysis, mixed treatment comparisons, and metaregressions. Today we're mainly going to be talking about metaanalysis and touch briefly on mixed treatments and metaregressions in the next lecture. 

Before we get started in the content of today's lecture, I'd like to just take a moment and get a sense of the audience's experience with metaanalyses, so Heidi, if I cant turn it back over to you to conduct the poll--
Heidi:
Yes. We have the poll up on the screen right now, just looking for what is your experience with metaanalysis. Our options are have conducted many, have conducted one, looking to conduct one, and looking for general information. We'll give everyone just a few more moments to respond before we close things out. We're at just about 60 percent, so I'm going to give everyone just a few more moments before we close that out. It looks as if responses are slowing down a bit. What we are seeing 14 percent saying that they have conducted many. Nineteen percent have conducted one. Twenty-seven percent looking to conduct one. And 41 percent looking to general information. 
Risha Gidwani:
Great. Thanks, all, for that feedback. Today we're going to talk about how to conduct a metaanalysis and specifically about the steps you need to take in order to prepare to conduct a metaanalysis and to sort of take a step back and think about why we even need to conduct a metaanalysis. We do so because there are multiple studies that are published and the research evidence that have evaluated your question of interest. Instead of just selecting one of those studies to use as an input in your cost-effectiveness model, what would be better is to create a single pooled estimate from all of these multiple studies. The premise is that the pooled estimate that are based on multiple studies will be higher quality [more reliable?] than the estimate that you get from any, single, study. 

Let's say that we had a question about the effect of vitamin C on the common cold, and weather taking vitamin C reduces the severity or the length of one's cold. We go into PubMed in order to get literature, which we can use, to select probability inputs from for our decision model. We see here that there are 66 studies that have been conducted about the effect of vitamin C on the common cold The question is, which one of these do we select? What we really want to do is select all of the studies that are relevant to your specific research question, and then see if you can evaluate them through metaanalysis meaning that you try to synthesize them into a single, pooled estimate. 
The reason that we are trying to synthesize all of these, potentially, 66 studies is because the single studies about the effect of vitamin C on the common cold may be too small, so they may not be well powered enough. If we go to multiple studies we increase our sample size. We are able to compare across these multiple studies to see whether our findings are reliable across these studies, and by increasing the sample size by pooling the data from these multiple studies, you can reduce the effect of random error and produce more precise measures of effect. 

If you remember from our lecture last time, we talked about estimating transmission probabilities for one' s model, and we ended by discussing that it's not just the point estimate of the transition probability that you need to be able to measure and use as the input for your cost-effectiveness model, but it's also the estimate of variation around the transition probability that you need to include in your decision model. That's because you need to run a sensitivity analyses on these probabilities in your decision model because all of them have some form of measurement error or sampling error. We'll be talking about actually doing these probabilistic and deterministic sensitivity analyses in a lecture that I believe that is at the end of this month that I'll be giving. 

What I want you guys to take away from right now is that the decision model includes point estimates of transition probabilities of input, and includes estimates of the variation around these point estimates of transition probabilities as its input. If you run an metaanalysis, you can actually do a better job of estimate the variants around the point estimate of the transition probability, and that's one of the main advantages here to running a metaanalysis. Another advantage is that conducting a metaanalysis can actually allow you to explore variation between studies and assess factors that might modify treatment response. 
This is what the results of the metaanalysis look like. Here is an article looking at the association between picking omega 3 fatty acid supplements, and the risk of major cardiovascular events. This was published in JAMA  in 2012. You can see here that they were looking at three outcomes, mixed prevention, secondary prevention, and the placement of an ICD. Then they have this overall estimate across all of their three outcomes about the efficacy of omega 3 fatty acid supplementation on having any one of these cardiovascular disease events. You can see that there are boxes of different size here. These boxes represent the point estimate or the mean value from the study. Here we're looking at a relative risk, so this is the mean relative risk from the first study, and the mean relative risk from the second study. The size of the box is proportional to the inverse variance,. which is what is being use to weight each one of the studies. Larger studies have a smaller variant, and thus the larger studies have larger boxes associated with them indicating that in the metaanalysis, the larger studies contribute more weight the metaanalysis. Actually I should be a little bit more precise about that. 

It's the studies that have the smallest variance that are contributing the most information to the metaanalysis. It just happens to be that larger studies, through their sample size, are going to have a smaller variance. You have here these four boxes, here, for the outcome of mixed prevention, and this diamond down here represents that pooled estimate across these four studies for mixed prevention. Down here we have a large diamond for the overall effect of omega 3 fatty acid supplementation and the risk of major cardiovascular disease events. Some of the vitamin lovers in the audience may be a little bit disappointed to see that, from this systematic review and metaanalysis, it didn't actually have an affect on reducing cardiovascular events. 

Today we're going to talk about in this lecture and in the next lecture, what the work is that we need to do in order to get to this final output of the metaanalysis. Oh, and I should mention, on the left-hand side here, you have the raw data. Then you have summary statistics for each one of the studies noted in another column, and then the results of metaanalysis, which are often called a forest plot. We'll talk a little bit more about this later in the lecture. Yes, the right-hand column has the study weights. Not all studies are given equal weight in a metaanalysis. Again, we'll discuss this more in the latter part of the lecture. 

In conducting a metaanalysis there are really four major steps, through which one has to go. Step 1 is to create a summary statistic for each study in your metaanalysis. That could be something such as you have a study, which looks at treatment A versus treatment B, and it's looking at the number of  cardiovascular events that happen under each treatment strategy. If 30 cardiovascular events happen with treatment A and 20 happen with treatment B, there may be a summary statistic of a delta of 10 cardiovascular events for this particular study. That 10 in this situation represents comparative data. 

You may also have a study that doesn't have comparative data. Maybe it's just a study that's an observational study looking at mortality. You can also include noncomparative data in a metaanalysis. Either one is appropriate for conducting a metaanalysis. you just have to decide a priori of whether all of your studies in your metaanalysis are going to use comparative data, or they're all going to use noncomparative data, and then proceed accordingly.

Another thing to keep in mind is that the metaanalysis can be conducted on dichotomous data or on continuous data, so your studies may be reporting, if there's a binary outcome, they could be reporting odds on ratios, relative risks, probabilities, differences in probabilities. That's fine. You can run the metaanalysis on the dichotomous data if your metaanalyses are reported continuous data such as means or difference in means, then you can run the metaanalysis on the continuous data. If you have some studies that are reporting dichotomous data and some studies that are reporting continuous data, that becomes a bit of a challenge because you have to have either all dichotomous data in order to conduct a metaanalysis or all continuous data. You can't really have a mix of the two, so you may need to figure out how to derive dichotomous data from your continuous data in that situation and run the metaanalysis accordingly. 

The second step in a metaanalysis is to weight the study's specific estimate. This is what's most often done. You don't have to weight the summary statistics for each study, but it's generally a good idea, and it is considered to be practice. [Considering] all of the methods of the Cochrane Collaboration, with which some of you may be familiar and which is a repository of systematic literature and metaanalyses, the Cochrane Collaboration puts out gold-standard recommendations for conducting metaanalyses, and they always recommend that studies be individually weighted. 
You can weight the study in a number of different ways. Often times in metaanalyses the inverse-variance method is used. That's where, just as we showed in previous slide about the results of the metaanalysis, the studies that have smaller variance, which are usually the larger studies, get more weight in the metaanalysis. We'll talk a lot more about different ways to weigh each study as well later on, when we talk more specifically about actually conducting metaanalysis. 

Now some people might be inclined to weight a study based off of what the perceived as the quality of the study, so, weighting studies with different follow-up time in different ways, weighting a study that did an intent-to-treat analysis versus a per-protocol analysis differently. The Cochrane Collaboration actually recommends against the use of quality weights in a metaanalysis because it's impossible to know the true risk of bias in a study. Assigning of quality weight is actually a pretty difficult thing to do because you have to know how you're going to conduct an appropriate quality score. 

You're going to have to decide how to combine assessments of how the blinding was conducted, how the randomization was conducted, the follow-up time, the intent-to-treat analysis, the inclusion/exclusion criteria of the patients, all sorts of different variables that you need to combine into a single quality weight, and then decide how to, of course, individually weight each one of those variable when you are creating your composite quality weight. Right now, there's not currently agreed upon way to do that. Actually what Cochran Collaboration recommends is that, if you want to use quality of studies as a mechanism for conducting your metaanalysis, that really what you should do is use an investigator assessment of quality to decide to exclude studies in the metaanalysis rather than include the studies and differentially weight them. 
Right now, what I would recommend is that you not use the quality weights, and you can use an inverse-variance method or some of the other methods, which we are going to discuss later on. After you have gotten a study-specific estimate from each one of your studies and weighted that study-specific estimate, the third step in a metaanalysis is to create a, single, pooled estimate from all of these individually weighted estimates. That's exactly what the metaanalysis is doing. It's a computation of a weighted-mean estimate. Depending on what the inputs are to your metaanalysis, the weighted-mean estimate from the metaanalysis could be that of a weighted-mean mean, a weighed-mean of probabilities, a weighted mean of odds ratios or of relative risk or of whatever input your using for your metaanalysis, which was reported from your individual studies and which are in your metaanalysis. 

After you've created your, single, pooled estimate--This is a point estimate, right, because it's a weight mean estimated--now of course you need to calculate the variance around this pooled -weighted mean estimate. The metaanalysis really is the computation of the weighted-mean estimate along with an estimate of variation around that mean. Just like a single-point estimate such as a mean reported in a single study has a variance such as a standard deviation reported around it, the pooled-point estimate from the metaanalysis will also have an estimate of variation around that pooled-point estimate. 

Let's talk briefly about what a metaanalysis does not do. I find that this example can be very elucidating to help understand what's going on behind the scenes of the metaanalysis. If you have data from 2 by 2 tables, from individual studies, the metaanalysis does not combine these 2 by 2 tables into an overall 2 by 2 table, and then calculate the summary statistics. Let's say that you have two studies that you're trying to combine in a metaanalysis and each one of them has its own 2 by 2 table. Here we have 15 people, who were exposed to the intervention, have the disease. In the second study we have 30 people exposed to the study, who have the disease. 
The metaanalysis does not combine these statistics, so the metaanalysis will not create an overall 2 by 2 table where there are 45 people, who are exposed to the intervention, who have the disease and then calculate the relative risk from that. This is absolutely what it does not do. What is does is take the individual relative risk from each one of the studies and then weights that individual relative risk for each one of the studies and combines that individually weighted relative risk to create an overall mean relative risk for the metaanalysis, so please, keep that in mind when you're thinking about how to operationalize this work.
This is just a schematic that shows, instead, what the metaanalysis  does. Here we have three studies. Each one of them produces their own relative risk. We're going to take the logarithm of that relative risk, and I'll explain later on why we take the log. Well take the logarithmic relative risk of each one of these individual studies, we'll use that to get a combined log relative risk ratio, and then we'll take the natural log of that summary statistic to get the overall metaanalysis pooled mean risk ratio. As I said, you can do the metaanalysis with continuous data. It doesn't have to be binary data. So in this situation we have three studies, each one is reporting their own mean, and we would just combine those three means from those studies to create a pooled mean for our metaanalysis. 

When we conduct the metaanalysis, what I've really done is just tell you the four steps associated with conducted the actual quantitative metaanalysis, but there are [-is (number >1, steps)] actually a number of different steps, which you need to take, before you can actually get to the four steps associated with conducting the metaanalysis. These steps, 1 through 6, which you have to do before you can do that quantitative pooling, end up actually being probably the most time-consuming part of conducting the metaanalysis. 

The first thing you need to do is do a systematic literature search. Actually I should really say that, prior to conducting the systematic literature search, you should also make sure that no one has already published a metaanalysis because, if they have, all the work that you're doing is not really going to be a value add to the literature, or you may see that somebody's published a metaanalysis already, and their metaanalysis used data from studies that ended in 2010, and what you really want to is update their metaanalysis, in which case you would use the exact same studies that they did in their metaanalysis, and then only conduct your systematic literature search for the years, which have elapsed, since their metaanalysis was conducted. There are two ways you can search for whether somebody else has done a metaanalysis. You can of course go to PubMed, and then you can also go to the Cochrane Collaboration website to see if somebody's published a metaanalysis there. Those are often, but not always indexed in PubMed. 
First you want to do a systematic literature search to get at all of the studies, which you think are going to be relevant to your research question of interest for you metaanalysis. The next thing you do is review all of those studies [by] their titles and their abstracts to see whether they should be included in your metaanalysis. If they are included in your metaanalysis, you abstract data from those studies. You separate out the observational studies from the randomized controlled trial, you convert all of the outcomes to the same scale, so you want to make sure that you have all continuous data or all binary data, and if it's binary data that it's all reported as odds ratios and not as some sort of mixed of odds ratios and relative risks. Once you've done that, converted all _____ [00:21:10] to the same scale, you want to evaluate how heterogeneous your studies are. There are formal and informal ways to do that, which we will discuss. Once you have done all of those steps, then you are ready to conduct your metaanalysis. 

Even the metaanalysis is a quantitative exercise itself of pooling single estimates to create a mean estimate, much of the work, which goes into preparing for the metaanalysis is not quantitative, so you can see it's really only steps 5, 6, and 7 that are quantitative in this entire process, however every, single, one of these steps needs to be completed in order to properly conduct a metaanalysis. [Pause from 00:21:49 to 00:22:01]
Criteria are a priori, so you can't just say that I want to look for all studies that evaluated vitamin C in the common cold, pull all of them, and then after reading through all of those studies decide which ones you want to keep and which ones you want to exclude. That's considered bad practice. What you want to do is sit down with your coinvestigators, beforehand, and say what are going to be our inclusion/exclusion criteria? Do we want to limit to particular years of analysis? If something changed in practice over time,  you want to think about maybe excluding earlier years because maybe you're actually not going to be comparing the right intervention. One example, which comes to mind, is out of hepatitis C. Folks are probably aware that the treatment landscape for hepatitis C has changed dramatically in the recent past. 
It used to be in the 2000s that patients with hepatitis C were treated with this dual drug combination of interferon and ribavirin. With the admit of new medications that are interferon sparing, the practice has shifted away from using interferon and ribavirin almost entirely. If I included data from the 2000s when I'm doing my metaanalysis of hepatitis C drugs, I'm actually including drugs that are actually no longer relevant to the treatment landscape, so I would think about having a narrower [-more narrow (quality not quantity)] inclusion criterion, and looking at, maybe, only data from 2009 on for my metaanalysis, if I'm interested in this space. When you have decided your inclusion and exclusion criteria, then you go to databases and you do a database search. You could go to PubMed or other types of scientific databases in order to pull articles. It is really important to save the search strings you use in order to do your database search because you're going to report your search strings in the manuscript that you write from your metaanalysis. 

I would actually recommend that, if you are doing database searches, you go and talk to the librarian at your local medical school or school of public health. I've found that, when I create mesh or other combinations of search criteria myself, when I go and speak to a librarian, they can often times drastically improve upon the search strings that I use. I think it's a great idea to kind of go to these experts, who are used to doing these searches, and they can help guide you. This step is extremely important. It lays the foundation for your metaanalysis, so you definitely want to make sure that you're using the right words and the right combination of words, and that your words are not so specific that you end up automatically kicking our studies, which you should have included in your metaanalysis.  

Once you've done your database search, and you've pulled your articles, you should also search the reference sections of the articles you keep. It would be great if you always get all of the articles you need just through doing a database search and having the right search strings, but I've found that that's rarely the case and often times just by evaluating the reference sections of the articles, you're going to include in your metaanalysis, you end up pulling a number of additional studies, which you wouldn't have other identified. 

Other things you should do is search ClinicalTrials.gov for randomized controlled trials. ClinicalTrials.gov is a website that launched in September of 2008, and so it has data from trials after that time period. It doesn't have data on all clinical trials because not all trials are required by law to be registered, however it does have data on a lot of clinical trials because the FDA requires that all phase 2 and phase 3 [of] drug, biologic, or device clinical trials be registered at this website. Now if you're registered at this website, you have to report results from your study. This is where things get really beneficial by going to ClinicalTrials.gov because we know that there is publication bias in the research evidence. 

That means that studies that have positive findings are more likely to be published than studies that have negative finding and a lot more likely to be published than studies that have null findings, however that information about null or negative findings is still really important, and it represents the universe of evidence available about your research topic, and so you want to include it in your systematic literature search. If you go to ClinicalTrials.gov, you can often times find randomized controlled trials of these null or negative findings that were not published in a peer-reviewed journal. 
The other thing you should also do is go the gray literature. The gray literature is defined as that that is not peer reviewed. That may be things such as abstracts from conferences. Since the gray literature is not peer reviewed, you may wan to think about sort of determining inclusion and exclusion criteria a priori whether you actually want to include it or exclude it. However I would actually recommend that you try to go to that and include if possible. Really your entire modus operandi in this stuff is to make sure that you get every, single, possible study that relates to your research question of interest. In the next step, you actually go through and you exclude studies, but in this study you want to cast as wide of a net as possible and get as much information as you can possibly to make sure that you're not missing something that's really important. That's why this is called a systematic literature search and not a literature search. It can be extremely time consuming, but it's worth it to get this stuff right. 
Now that you've done your systematic literature search, and you have this collection of articles, you'll need to start figuring out which ones you're going to keep in your metaanalysis, and which ones you're going to kick out. This phase is just a title and abstract review, so you're not reading the entire study. First you're going to read through the titles, and you're going to discard those that are irrelevant. Maybe you were interesting in studies that were conducted in North America only. Through your title review, you see that there were studies conducted in Germany and Australia, and so you can kick those studies out automatically because they don't meet your inclusion/exclusion criteria. Once you have read through all the titles, then you read through all the abstracts that you have of the remaining studies, and you discard the ones there that are irrelevant. Maybe you're only interested in randomized controlled trials, and in reading through the abstracts, you see that there are a lot of observational studies, and you want kick those out of your metaanalysis. That's a perfect acceptable reason to kick studies out of your metaanalysis. It's just that, when you do this title and abstract review, you need to be adhering to the inclusion/exclusion criteria, which you decided a priori in the previous. step. 

When you do your title and abstract review, don't spend a lot of time on this. You may be going through, literally, a thousand  two thousand articles here, and it will sink your _____ [00:28:56] if your read through every, single, one of them. What you really want to do is spend about, a good rule of thumb is, 60 second per abstract to evaluate it and decide whether it stays or it goes. Then what you would is, after you've done your title and abstract review, then you do a full text review of the remaining studies. Now when you discard your titles and your abstracts, you need to keep track of why you discarded the studies. We'll talk about this in the next slides, but it's important to do this because you're going to create a PRISMA diagram about which studies you decided to include and exclude. 

The PRISMA diagram looks something like this. This comes from a group, the PRISMA group, who came together to decide what should be the way that researchers report how they conducted a systematic literature review and metaanalysis, so that other people, who are interesting in replicating this work, are really understanding the robustness of this work, could properly evaluate that. What you first do is you keep a record of the number of articles that you identify through searching the database and then the number of studies that you identified by looking through other sources such as the gray literature and  such as ClinicalTrials.gov. 
You'll have to also denote there could be duplicates across these two sources. For example there may be studies reported on ClinicalTrials.gov that are also in PubMed, and so you want to, of course, only get the full text article. You don't want to count this as two separate studies, when it's really just one study. And so you remove your duplicates. You keep track of how many articles you have left. You keep track of how many articles you've screened, and which ones you've excluded. 
This is where you've got to do good record keeping for your previous steps, otherwise if you come to the end of your metaanalysis, and you have to go back and try to sift through what you've done in order to create this PRISMA diagram, which you're going to need to include if you want to publish your metaanalysis in pure, [00:31:09] the manuscript, you are going to be in a world of trouble, and it's just going be in a world of trouble, and it's just going to take you hours and hours and hours to try to reconstruct this. I do not recommend it. Really be as organized and focused on documentation as you can throughout the entire process of doing your systematic literature reviews, so that you can populate this diagram. 
You can see here that, after you keep track of the articles that you've excluded and the number of full text articles you're going to then need, you also need to keep track of, just for your full text articles, how many you excluded along with the reasons why you excluded them. That's where you should, with your coinvestigators, come up with a list a priori of five to ten reasons of why you would exclude articles, not English language, not for the right population of interest, timeframe was not of interest to us, etcetera, etcetera, and keep track of those reasons, so that you can report that in the PRISMA diagram. Then you can see. You report the numbers of studies that are included in the qualitative synthesis, and the number of studies that are included in your metaanalysis. We'll talk more about why this number and this number may differ later on in this presentation.

You've done your systematic literature, you've done your title and abstract review, you've decided which studies you want to keep for full text review, and you've done your full text review, you've kicked out certain studies after having done your full text review and have kept the reasons why you've kicked them out. Of the remaining studies, which are full text articles you're reviewing for inclusion of your metaanalysis, now you need to move to data extraction of those selected studies. You can either create your own template for data extraction. I pretty much almost always create my own template. You can also see if there are templates in the literature, which you want to follow. 
The PRISMA website used to have a really nice template available, and unfortunately the link, which I have for that, now goes to a hospital in Canada for some reason, and I wasn't able to find the PRISMA template on their website, but I've included the website link for you all here in case you have better luck than I did in finding this PRISMA template. As I said, I almost always create my own. These are some of the variables, which I would include in my own data-extraction template, so, the author and the year; the journal the study design;  the particular treatment, which was provided; the sample size per arm, not just total sample size, that's important to disaggregate; the follow-up time, which is really important because you're rarely going to have all of your studies in your metaanalysis looking at patients for the same follow-up time, and that's probably going to have to be something, for which you adjust, so you need to include that information. 
Then both the measurement of the outcome, what types of outcome it is, how the variation around that type of statistic was measured, and then the actual outcome per arm and the actual value of variation per arm. Now, you can have something that's more elaborate than this template. You can have something that's less elaborate. You really have to create one that's specific to your research question at hand. Just keep in mind that extracting to much data is a waste of time, and if you have something like 80 to 100 articles, it can easily end up being really time consuming if you're collecting 20 different variables, which you don't need. However, extracting too little data is also a waste of time because then you'll have to go back to the articles for additional information. 

What I've denoted here is what I think are, for most studies, the variables that you're going to need for your metaanalysis, and you can sort of use this as the starting point and tweak as you see fit for your search question. 

When you are doing your data extraction, you should first create a data extraction template. You can use Microsoft Access, Excel. There's RedCap, which is another software also available in the VA, that you can use to do your data-extraction template. The benefits of access in RedCap is that they can help with protecting against human error in data inputs a little bit better than Microsoft Excel can. One thing that I cannot emphasize enough is that you make sure that the categories, which you're using for data extraction, are prespecified in your template, so that that the values are recorded in the exact same way every, single, time. If you have categorical variable, each one of the times that you fill out a value for this categorical variable, it should be recorded in the exact same way.

Let's say that you have a couple of research assistants doing the data extraction, you want to make sure that one research assistant is not putting in RCT, while the other research assistant is selling that out and saying randomized controlled trial because, when you go to actual do your evaluation later on, it just makes it a lot more difficult, and you have to do  a lot of data cleaning of your data-extraction template before you can use it for your metaanalysis and for evaluating heterogeneity. So do yourself a favor and create a data-extraction template, and you and whoever else is also going to assist you in doing data extraction, they're only going to do data extraction, and you're just going to sort of supervise and adjudicate any discrepancies. Everybody involved in the data extraction, whether it's doing the data extraction or adjudicating the data-extraction templates, should go through a small number of studies. You each review three studies. Each of you are reviewing the same three studies and doing a data extraction for each one of the studies, and you all get together and you compare your responses, and then you write a protocol, if there are any discrepancies, about how to resolve discrepancies to make sure that that data extraction is being done consistently across all of the people doing the extraction. 

Data extraction can be really, really tricky. I've seen a lot of people rush through this part thinking that it's not such a big deal and it's taking a lot of time, I want to just get to the metaanalysis. Please, take your time to do this properly. If you rush through this, it will cause you so many headaches down the road. I cannot emphasize this enough. This is hugely important to be standardized and adhere to the highest level of quality. There are a number of different ways that you can create headaches for yourself if you don’t think through this properly, for example sample size. If you have one person who's recording total sample size, and another person who's recording sample size per arm in the study. 

You're going to have discrepant values that's entirely do to human differences in extracting data, or maybe you have a situation where you've prioritized the mean and the standard deviation, and you wanted to include the mean and the standard deviation as inputs in your metaanalysis, so that's what you're trying to pull out of every, single, study, but the article you have reports, mean, median, and interquartile range, so it has mean, but it doesn't have the standard deviation. In this case you would have to have your data extractors record the median and the interquartile range becaue there's not estimate of variation around your mean, and you need that estimate of variation around the point estimate as your input to the metaanalysis. 

There are a lot of different things, which can trip you up here. Do yourself a favor and try to standardize them as much as possible before you start the data extraction. 

Now that you've done your data extraction, what you want to do is separate out your observational studies and your randomized controlled trials. Here we move into an audio presentation question. Heidi, we have two questions for the audience, and folks can just write in their answers.
Heidi:
Yes. Their answers can go right into their questions box. That's located on the right-hand side of your screen. Joe and I are both keeping an eye on that box. 

Risha Gidwani:
Great. We have two questions. The first is, "Why do we separate out randomized controlled trials and observational studies," and the second is, "Why would somebody even conduct a metaanalysis on an observational study?" I know that we are-- I'm trying to keep an eye on time and make sure that we're tracking through this, so Heidi, maybe just 30 more seconds on this question. 

Heidi:
Yeah. We haven't received anything. It takes a little bit longer with these questions. People need to type their responses in. 

Risha Gidwani:
I, myself, cannot see those responses, so if you guys just want to let me know when there's a handful of responses to each question.

Heidi:
Sure. Right now we have one response in, "to assess if the results of OS and RCTs differ." [Pause from 00:39:42 to 00:40:00] 'We look at whether outcome measures are at different,' okay, similar. "Looking at different study designs. Observational studies provide good information or on more general populations." "RCT is based on an ideal environment, where observational studies incorporate reality and also because observational studies reflect the reality." Do metaanalysis of observational when no RCTs exist." Yeah. Similar, "RCTs are not generalizable," and "Metaanalyses of observational studies enable us to know sources of variation between different study findings and different types of bias." 

Risha Gidwani:
Perfect. Great. Those are all fantastic responses. I'm just going to go with the one, which was last stated, about the bias. All of the answers, which were denoted, are correct. Sort of the strongest reasons to separate out the observational studies from the RCTs is because of the bias issue. So the observational studies, you will have systematic differences between groups. There's a reason that in clinical practice one type of patient got one type of treatment, and another type of patient got a second type of treatment. In randomized controlled trials, if they're conducted appropriately, the groups that received different treatments are balanced at baseline according to both observed and unobserved characteristics, which could affect the outcome. 

Randomized controlled trials do not have the systematic bias between groups that the observational studies have, and so you don't want to mix the two because you're mixing unbiased studies with biased studies. You really want to keep them separate. Remember that, in doing a metaanalysis, if you have data from two or more arms for a particular study, you're extracting the relative effect between those two arms. That's what the metaanalysis is going to use as the input, and that's what it's going to produce as the output. Remember we talked about using a relative risk or an odds ratio as input into the metaanalysis, those are all relative statistics. The relative risk is looking at the probability of outcome in one group relative to the probability of outcome in another group, and so you want to separate out those relative statistics from the biased studies, and separate those from the relative statistics from the unbiased studies. It's really the relative statistics from the unbiased studies that you want to believe more. 
But you may still be interested, after separating out the observational studies from the randomized controlled trials, in running the metaanalysis on the observational study, and that's because, in a randomized controlled trial, they sometimes have really poor generalizability, so when you're running a cost-effectiveness analysis, you're running it for a population of patients. Randomized controlled trials often times have very limited inclusion/exclusion criteria. They're going to be often times the healthier patients. They could be patients that have fewer comorbidities and that's because from an ethical perspective, the FDA doesn't want the pharma company to subject patients, which are multimorbid, to something that could be potentially harmful. But in real life a lot of patients are multimorbid, and so that result from the randomized controlled trial may not apply to the multimorbid patients that are really going to be included in your cost-effectiveness analysis. 

The other thing to think about is whether you're evaluating like a surgical intervention versus a pharmaceutical intervention. If you're evaluating a pharmaceutical intervention, that drug is standardized. It doesn't matter whether it's a rural patient or a poor health literacy patients or a high resource patients that taking the drug. They're all going to get the exact same drug. However if you have, let's say, a surgical intervention or maybe a health services intervention such as a diabetes care-management program, that could have strong variation across provider type. So it could be that surgeons have a different level of skill with the surgical technique, which you're evaluating. Now the randomized controlled is really only going to include the crème de la crème surgeons, but when that surgical technique moves out into clinical practice, there's going to be a lot of heterogeneity potentially with the way that physician employ that clinical skill, and that heterogeneity is not going to be reflected in the RCT, but is going to be something that you want to have in your cost-effectiveness analysis meaning that you would then need to go to an observational study to get that input. 

You've separated out your observational studies in your randomized controlled trials. Now within your observational studies, or within your randomized controlled trials, you need to convert all of the outcomes to the same scale. If you are using the metaanalysis to derive inputs for your cost-effectiveness model, your decision model, you need to have binary outcomes because, as we discussed last week, experiencing a health state is a binary outcome, and so you need to make sure that you're using binary inputs into your decision model. If you have some data that are continuous and some data that are binary, and you need to convert them all to binary, you may require the involvement of a PhD statistician, so that you can get, not only your binary point estimate derived, but also your estimate of variation around this binary point estimate, which is actually really going to be a probability of having a binary event. 
A couple of other things, about which to think. When we have odds ratios and relative risks, which are reported from our single studies in the literature, we want to convert them to log odds ratios or log relative risks before we include them in the metaanalysis. If you're working with continuous data, you want to work with standardized means because, if data are not all reported on the same scale, you want to standardized those data, so that they are reported with the same unit before you include them in your metaanalysis. With risk difference you can just work in the absolute scale.

Most of the data that you're going to put in the metaanalysis most of the time is going to be an odds ratio or relative risk because that's what's often times reported in the literature, and that's going to reflect the binary outcome, which you need, for your decision analysis input. Why do we work in the logarithmic scale when we're using an odds ratio or relative risk? We do so especially for the relative risk because we want to maintain symmetry in the analysis. I'll demonstrate this through an example. Let's say that we have one study, and in that study, we find that the risk of an event is two times that for group A than it is for group B. 

In the second study we see that the risk of events is one half that for group A than it is for group B. Now if these studies have equal weights in your metaanalysis, then they should cancel each other out, but if you're using a relative risk, study 1 would have a relative risk of 2.0, and study 2 would have a relative risk of 0.5 That yields a mean relative risks of [2.5/2 =] 1.25, not 1.0, which really the 1.0 is what would have those studies negate each other with the same weight, however if you move to the log scale, the estimate for study 1 is 0.693, and the estimate of the log relative risk for study 2 is –0.693, and now they actually do negate each other, and so that's why we want to work in the log scale when we do the metaanalyses. 

Alright, next step is evaluating the heterogeneity of selected studies in your metaanalysis. Now this step is critical. If the data are too sparse, of low quality, or your studies are too heterogeneous, you can't go to the metaanalysis. You have to end at the systematic literature review, and that's why in the PRISMA diagram, you can have a different number of studies including your qualitative analysis and in your quantitative analysis. There are two main ways of evaluating the heterogeneity of selected studies. There's an informal way and then a formal way. In doing the informal [-informal, qualitative, prognostic] assessment of heterogeneity of your studies, and I should mentioned that, even though it's denoted as informal,  it's actually a really important step, and every single person should be doing this informal assessment. This is your first-pass assessment of heterogeneity, and it's necessary to conduct. What you do is take your data-extraction template, which you have filled in properly because you've adjudicated all problems early on and created a protocol for data extraction, and you evaluate differences that you think are going to be meaningful to your outcome of interest. 

Often times differences are going to be meaningful, involve those regarding the study population. You want to make sure one study didn't evaluate sicker patients while another evaluated healthier patients. Differences in the length of follow up. This is important to understand but will not make or break your metaanalysis because it can be adjusted for. Difference in the way the outcomes are measured, this is hugely, hugely, hugely important. If you were evaluating patient satisfaction, and there were three different instruments used for patient satisfaction, that's a conversation you need to have with your study team as to whether you really want to include all of those different types of instruments or just limit your analysis to one type of instrument because you really think that those three instruments are measuring three distinct concepts and then differences in the intervention. 
Now if this is a pharmaceutical intervention, it's probably not such a big deal as long as the dose is the same per patient, but if you're doing something such as a surgical intervention or especially a health service research intervention, then you really have to consider whether you have heterogeneity in the intervention, which is of course going to affect your outcome. 
Once you've done your informal assessment of heterogeneity, you move to doing your formal assessment of heterogeneity. You do this by looking at the difference in effect sizes across your different studies. Now there's almost always going to be some different in effect size from your different studies. You're never going to sort of have this entirely homogeneous effect size from all your different studies, but what  you're hoping for is that the difference in the effect size that you do see is actually do to random variation or sampling error. If you have differences in effect that you think is due to sampling error, that's great. You can go ahead and continue with your metaanalysis. If you have differences in effect size that exceed what you think could be expected from sampling error alone, then you have heterogeneity of studies, and you may not be able to go forward. 
Well, you will not be able to go forward, actually, with your metaanalysis. That can be when you see that the magnitude of the effect size differs wildly across studies, and especially when you see effect sizes are in different directions from different studies. There are formal and graphical ways to assess heterogeneity. If you're doing a statistical assessment of heterogeneity, you can do so with a Cochrane Q Test. That tests the null hypothesis that the true treatment effect is the same in all the studies. The means that the alternate hypothesis is at least one effect size different from the rest of the effect sizes of your other studies. 
Now the problem with this formal assessment of heterogeneity through Cochrane Q is that the power to detect heterogeneity is low when you have ten studies or less. So what does that mean? It means that you can have heterogeneity, but failed to reject the null hypothesis that the true treatment effects are the same in all of the studies. And so because of that, it is recommended that you actually have a p of 0.10 as a significant level for the null hypothesis rather than a p of 0.5, however on the other end of the spectrum if you have studies with large sample sizes or a lot of studies I should say, you can reject the null hypothesis even when the effect sizes don't differ very much. Anybody that does large database analysis is very familiar with this problem of having point estimates and confidence intervals around those point estimates don’t seem all that different, but you've rejected those studies. It's the opposite problem of having low power. It's actually having too much power to detect significant differences. This also finds itself occurring in the metaanalysis world, and because of this reason, people don't really put a lot of stock into the Q statistic. There's another statistical test called the I2 statistic. 
That is actually also based on the Q statistic, but it now tells you the percentage of total variation across studies that is due to heterogeneity rather than the Q statistic trying to tell you whether one effect is significantly different from the other. On the bottom of the screen you can see kind of a rough guide to interpreting the I2 statistic. The I2 statistic is not sensitive to the actual number of studies. What I actually find to be one of the best ways to do the formal assessment of heterogeneity is to look at a forest plot [blobbogram]. This forest plot is actually the same thing as the result from a metaanalysis, so you're really running the metaanalysis and seeing what you find, but it's an interim metaanalysis, rather than a final metaanalysis. You do to see what the point estimates and the confidence intervals for your individual studies. This is an article from the British Medical Journal by Collins et. al, published in 1985. This is a forest plot, and you can see here that's there's a problem here, and that we have two studies whose confidence intervals don't overlap. This is a problem of heterogeneity. 
What we would want to do in this sort of situation is go back to our data-extraction template and make sure, compared to the original study, that we extracted the data properly. A lot of times this will be just due to data-entry errors. If we extracted the data properly, then we would be concerned about why there is this heterogeneity across these studies. So the next thing we would do is evaluate the patient characteristics of the study, the follow-up time, the intervention provided, etcetera, etcetera. From that we would decide whether these studies were really homogenous with respect to their study design, or they were heterogeneous. If they were heterogeneous, we would not necessarily be able to proceed with the metaanalysis. In moving forward with our forest plots, what you want to do after evaluating a forest plot is, if the effect sizes are consistent, then you know in your metaanalysis you can focus on your pooled estimate. 
If you see a lot of variations in effect sizes, you can do the metaanalysis and report the pooled estimate, but you probably want to note to your readers that the true effect size could actually be higher or lower than what is reported in the pooled estimate. If you have substantial variations in the effect sizes, like with those nonoverlapping confidence intervals we saw in the previous slide, then what you want to do for your metaanalysis is focus on the variation rather than the pooled effect. So maybe there's some important variable that is causing variation that is different across the studies that do not have the overlapping confidence intervals. What you want do is now focus your efforts and your empirical investigation in understanding what that is. Maybe that's something such as the BMI of patients in one study was much lower than BMI of patients in the next study, and so this may indicate to you that BMI is actually a very important variable that modifies treatment effect. 

In summary, you need to do both informal and formal assessments of heterogeneity and informal assessment involve examining your data-extraction table, and your formal assessment can involve your forest plots or your I2 statistic. If you do have heterogeneity, you need to keep in mind that excluding studies is frowned upon. You can't just necessarily kick out the studies that you think have heterogeneity. You really have to have an excellent reason to do so. That's something that you should really discuss with your coinvestigators and make sure it passes sort of a sniff test for every, single, person there because if someone early on thinks that there's a problem with excluding that study, you can bet that journal editors and journal reviewers are going to feel the same way. If you do exclude a study, you need to test what the excluding of these studies does to your pooled estimate in your _____ [00:56:36] analysis. One of the things you may want to do is analyze groups of studies, so you may want to analyze the groups with high BMI differently than the groups with low BMI, or you can use a random effects model or conduct a metaregression. We'll talk more about how you do these in next week's lecture. 
Unfortunately there are no clear guidelines in the field of metaanalysis for how much heterogeneity sinks the ship, and it's really something that you're going to have to discuss with your research team. To recap in our last few minutes, the way that you prepare to d a metaanalysis is you conduct a systematic literature review, evaluate the titles, and abstracts of all of the articles that you pick up through your systematic literature review, which should include the gray literature as well as online websites such as the Cochrane Collaboration and ClinicalTrials.gov. You decide which studies you want to keep for full text review, and you extract data from those studies using a very well vetted data extraction template. 
Once you've extracted all of your data from your full text articles, you separate out the randomized controlled trials from the observational studies. Within the RCTs or within the observational studies, you convert all of the outcomes from those studies to the same scale, and then you evaluate what the heterogeneity is of those individual studies. If you either have no heterogeneity, or you have ways to handle heterogeneity, then you can proceed with the metaanalysis. That's what we're going to discuss in the next lecture, which is, oh I guess actually, March 23rd. One more slide. In summary the metaanalysis produces a single pooled estimate, plus a variation around that estimate. It does so by weighting and combining the individual effects from multiple studies. When you are conducting a metaanalysis, you need to be careful to make sure your literature review is systematic, that the data extraction that you've conducted for your studies is consistent, and that you have properly assessed and are planning to handle any heterogeneity that may exist. 

Again, if you have too much heterogeneity, you don't conduct the metaanalysis, and you have to stop at doing the systematic literature review. Anybody who's interested in further reading, I would highly recommend looking at all three of these sources. They're all fantastic, and they all provide slightly different information. Each one of these is an easy read, and I recommend that you read all three of them before starting down this path. With that, I'll open it up to any questions. I do know that we are almost at the top of the hour, so please, feel free to use my email address if I'm not able to address your question right now. 
Heidi:
We had a few specific questions. One was asking for an example such as the one you presented on slide 8 that used pooled-estimate means. Do you have an example of a study such as the one presented in slide 8 that used pooled estimate means?

Risha Gidwani:
Okay. I actually don't see my slide numbers here, but oh, I think it's this one. All metaanalyses will have this as their result, so if you look in the literature for any metaanalysis published from the 1980s on, they're going to have this type of a figure presented in their result section. 

Heidi:
Okay. There's a question about a minimum number of studies, with which a metaanalysis study can be done. 

Risha Gidwani:
Well, it's a great question. I mean really a metaanalysis is combining two or more studies, so technically if you have two or more studies, you can do the metaanalysis, but it's going to be really hard to properly assess heterogeneity if you have fewer than ten studies. So if you really only have 2 to 10 studies from your systematic literature review, that's sort of a game-time decision that you and your coauthors will have to engage in to see whether, through the informal assessment of heterogeneity, things look pretty consistent. 

If you only have two or three, I doubt that they will look that consistent, and you won't have enough of a sample size to do any of the adjustments and the metaregression you would need in order to adjust for heterogeneity across studies, and I say that because in a metaregression your sample size is the number of studies. It is not the number of patients in each study. So if your sample size is two or three because that's the number of studies you have, you're going to have a really hard time proceeding if there's any heterogeneity, and most likely that small number of studies is going to preclude you actually creating a pooled estimate at the _____ [01:01:05]. 

Heidi:
Okay. There's a question about what to do if you find evidence of heterogeneity early in your literature review. 

Risha Gidwani:
Well, you'd really have to understand, I guess, it really depends on what stage in your literature review you're in. If you're seeing the heterogeneity while you're doing the title and abstract review, that's fine because hopefully you created your inclusion and exclusion criteria properly enough that some of those studies get kicked out once you apply the inclusion exclusion criteria. If you do see the heterogeneity you may-- You know. You have to go through all of the steps that were denoted here to decide whether you want to do the meta analysis, if however you see that there's so much heterogeneity you don’t think you can actually do the metaanalysis, then you don't need to do the conversion of the outcome to the same scale. You don't need to do the formal assessment of heterogeneity because you've already done that, and what you would do is you would stop at separating out the observational studies and the randomized control trials, and you would write an evidence synthesis that would be more qualitative about the observational study separately and about the randomized controlled trial separately. 
Heidi:
Okay. There's a question on whether you can do metaanalyses on RCT with crossover designes. 

Risha Gidwani:
Yeah. It's a great question. There's some debate about that. You can certainly include them in your data-extraction template. I would recommend that you really chat with the statistician about how to best evaluate that and include that in your metaanalysis. For example you may just want to take the first part before the crossover because if you take the part after the crossover, what you really are evaluating is the effect of treatment number 2 conditional upon having previously received treatment number 1. Your non-crossover trials are definitely not evaluating that. They're just looking at the independent effect of treatment number 2 not being conditional upon previously having treatment number 1. You can include them. What I would do is keep them in your data-extraction template, and have a conversation with your statistical colleagues about how to best treat that as an input in your metaanalysis. 

Heidi:
Okay. There was a question early on too about standardizing in step 1 of your 4 steps. They asked about summary statistics being standardized. I think  you touched on that a little later on, though. On that slide they asked how can 30 - 20 = 10 be a summary statistic with being standardized. 

Risha Gidwani:
Well, the summary statistic  does not have to be standardized, but it is recommended that it be standardized before use in your metaanalysis. 

Heidi:
Okay. There's one final question. Somebody's working on systematic review of proton pump inhibitor and use of acute kidney injury, and they're getting observational studies, which they're planning to include. They asked for suggestions whether they should include RCTs also if they find some.


Risha Gidwani:
I would definitely include RCTs because of the risk of bias that we discussed in the observational study, but you would need to run an metaanalysis separately for the observational studies and for the randomized controlled trials. What I would actually recommend in this case is that you run a straight metaanalysis for your randomized controlled trials, and for your observational studies, you run a metaregression, on which we'll touch in the March 23rd lecture. 

Heidi:
Okay. That seems to be it for questions. 

Risha Gidwani:
Okay. Great. Well, thanks for your attention everybody. 

Heidi:
Thank you so Risha for the audience, as I close the session out, you will be prompted with a feedback from. Please, take a few moments to fill that out. We really do read through all of your feedback. As Risha said, the second part of this session will be held two weeks from today. Registration information will be sent out next Wednesday. Keep an eye on your email box for that, if you have not already registered. Thank you, everyone, for joining us for today HSR&D Cyberseminar, and we look forward to seeing you at a future session. Thank you.

[End of Audio] 
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