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Heidi:
And today’s session is the VA Informatics and Computer Infrastructure Cyber Seminar, the update on the VINCI OMOP, Observational Medical Incomes Partnership Special Project. Today’s presenter is Dr. Stephen Deppen, Health System Database Analyst with the Tennessee Valley Healthcare System and Assistant Professor, Department of Thoracic Surgery at Vanderbilt University Medical Center. 
And we just passed the top of the hour so we’ll get things started. Dr. Deppen, can I turn things over to you?

Stephen Deppen:
Thank you, Heidi. I appreciate the introduction. So today I just want to give folks an update as to where we are with the OMOP Project. Thank you for attending. So our goals today are to discuss where we are with OMOP and to give the attendees an idea of some of the internal processes that we are going through as part of the development and QA to get OMOP ready for going live in October. And also to help with getting access and for individuals who are interested in using the OMOP common data model as part of their research or operations and be ready for its use for when it does become available.

So as a general outline, I’m just going to give a really brief background on what the OMOP Data Model is. There’s actually another Cyber Seminar that goes into a little more depth that focuses on more of a direct introduction to what the OMOP Common Data Model is. And then I’ll discuss some of the QA processes, our proposed timeline, spend a little bit of time looking at some of the tools that are in development. And then, finally, how do you get access and being ready to use it and some of the documentation and available help for that.

So first of all, as an overview, so Common Data Model is just a method of organizing data. So in the data format, we have a set of structured tables, which are the Common Data Model, which is the sort of blue tables in the middle. And across those tables is a set of maps with a common vocabulary. And the source data is then taken through that kind of vocabulary and populates this Common Data Model, which then you can use common analysis as well as common tools and SQL in order to derive your cohort and the like. And it really is designed—it’s purposed towards observational studies, observational data, going back and looking at a population, defining a cohort, examining exposures, comorbidities, co-variants, looking at outcomes, and then doing assessments. 
So we are in Version 5 of OMOP, which is similar to Version 4. The focus—the center of the data model is the person. And then from that we get a set of relationships and activity that occur. So we have diffets [sic 00:03:38]. We have procedures. We have drugs. Individuals come in. They might have a condition. You might have lab results and the like. In that middle green area, we have payer plan period, but that cost data is currently not populated. And then the other aspect of that, which is the orange, is the standardized vocabulary where we map activity from within the source through this standardized vocabulary so that each one of these tables has a common nomenclature that can then be used and referenced across different datasets. And that’s where the power of OMOP comes in. Or one of the areas where the power of OMOP comes in is because that common standardized vocabulary and that standardized table structure when you write SQL against 1 OMOP data marks, you should be able to then—you can then transfer that same query to another data mark and ask that same question of a different population.

And then the red area really is in this case specific to the VA. As you may have well guessed, they have a very idiosyncratic location and management structure compared to, say, the private sector, where you have locations, we’ve got regions, we’ve got stations, we’ve got hospitals. You have visions [sic 00:05:09]. And that’s organized across providers and care sites. And so that relationship is there across that red area, which is specific to the VA.
So some of the changes with respect to Version 5 is that there’s code to exploit the interaction between ICD-10 as well as diagnoses in some of these other, say, Snomed codes and the like. And so Version 5, the mapping of Version 5 is that kind of vocabulary exploits some of those relationships. Also in order to use the developed ODHSI tools like Hermes, Achilles, and Atlas, which I’ll discuss briefly at the very end, Version 5 is required. Second of all, there’s actual code and transformation to take OMOP Version 5 to Precornet [sic 00:06:06] and other common data models, of which the _____ [00:06:11] group is also participating in Precornet. And, finally, some of the larger tables, the atribation [sic 00:06:19] table tends to be the catchall table when we don’t know what to do with some data source. And so that was actually broken out in Version 5 and separated out. And so now we have a measurement and specimen tables, which are specific to labs, and the observation table, which is, for example, admit diagnosis or not the final diagnosis, but the reason why they came in, admit source, discharge disposition. Some of those are in the observation table now. And finally, just to give you an idea of the data size, currently OMOP Version 5 is running at about 14 terabytes of data. 
And so to go back with those vocabularies, those are sets of vocabularies that people may be familiar with. The largest group is the Snomed. You see also launch codes, which are specific for lab data. RXNorm, so NDC codes as well as the UIV codes and product codes are translated into RXNorm codes. And then you see some of the other smaller sets of vocabularies there as well.
So, finally, when you think about the various vocabularies that we have and that standardized vocabulary, which is one of the areas that we can exploit in using and writing our SQL code. And then taking that and being able to translate it across various data marks or data models. 
For a specific example looking at drugs, at the lowest level we have a specific drug name, Prilosec, which is a brand and it has an ingredient. And you see that the concept level as you get from 1 being the most specific, going up to 3, 4, and 5 as less specific, you see chemical structures in there. And indication or contraindications. And then on the right-hand side, you have NDC codes as well as ETNDF codes for those specific values and the concept codes arising from it, which are the H [sic 00:08:53] vocabulary.
And so as we map data, say, drug data, this gives you an idea of conceptually what is occurring as we take NDC codes or values, volumes, and kind of stuck them into an RXNorm. And then those RXNorms are then related—their vocabulary structure is a different classification ingredients, contraindications for the NDF codes, for example, in the live. So you can actually utilize all of that interrelatedness across those vocabularies to ask a question. Maybe you want to look at ACE Inhibitors, but you want to look at where they’re contraindicated as a set of diseases. And because of that vocabulary structure you can do that.
Also, just give you some of the domains. OMOP is just a transformation of the given data from the clinical data, the data warehouse. And so OMOP is reflective of and reliant upon all of the _____ [00:10:05] that the CDW has already done. And this is just a different mapping of that existing data, which we call. The CDW is on the order of 50 plus terabytes. So we’re looking at culling some of the information, some of the constant individual dem [sic 00:10:26] tables and then transforming those into the Common Data Model. This just gives you an idea of some of those individual dimension tables and areas, which are transformed and brought in.

And this is just again I just want to give you a brief taste of what VINCI OMOP was. This is not the thorough characterization of it. So there’s an introduction, there’s a Cyberseminar as I mentioned earlier. You can also go to the ODHSI website and demos on what OMOP is. And, finally, there is the VINCI OMOP users group on VA Pulse, which you can apply and become a member. Anyone with a VA email can participate in the VINCI OMOP user group on VA Pulse.
So now I want to transition and talk about some of the processes that we’re going through as we bring in the CDW data. That’s the Data Warehouse data—and go through that transformation process. So you remember, as we pull in this data, one of the things that we’re doing is, yes, we’re doing the transformations and, yes, we’re adding the vocabularies. But we’re also, especially in those areas where those sets of data say a visit, we make sure that we bring in what is also the data the researchers, the final users, are used to or most interested in having and keeping. So, for example, in Care Psych or in some visit occurrence a station from source will be included in the table. Or from the drug table, the drug name will be brought in from source, as well as the original NDC codes, as opposed to transform our RXNorm code.

So when we look at the broad QA process, the first thing is as we’re going through and as we’re running through the ETL processes and generating these tables. And after the table has been generated, we just do a broad issue discovery. And once an issue is found, we do a root cause, trying to find the source, if it’s duplication, if it is mismapping, if it’s a no value, if it’s something which is occurring in sports but we can’t map it to a concept code, is it because that concept code is not there? Or is it because there’s a broken link somewhere in that vocabulary determination process. And then, once we have done that root cause process, looking at creating a solution. Is it a one off? Is it something that is a consistent issue and we see this mapping process or this duplication arising from this consistently across all tables or a set of tables or a set of drugs or a class of drugs or something? And then recommendations are made through the ETL group and, finally, we document the issue, what the solution was, and in some cases we might add something to an FAQ. 

So, for example, some of the vital statistics when they’re brought in—so blood pressure, temperature, and the like—have negative numbers and numbers in the thousands or tens of thousands or millions. But when we go back, we see that those vital statistic values are actually found in source. So in that case, that would be something we’d put in FAQ and say, “Vital statistics are there. We know that these issues are there. Those issues are also in source. If you are interested in blood pressure, know that there are some outer range values occurring in blood pressures.”
So to get a bit more granular as part of that QA, the search process, the discovery process for finding issues. You know, the first step is just very broad generic checks across tables. You know, we brought in two billion rows of data. Do we have two billion rows of data that are mapped? Our number of concept codes or our number of IC-9 codes, are those the same? We do an all value search. We also look at, say, the top 10, the top 100 is the top visit location, outpatient clinic not otherwise specified because that’s what it was last time. So that volume activity review. We also see a value range review, as I mentioned earlier about vital statistics. We know that some of those values are out of range. We also do some investigation to make sure that there’s not something broken in some of the hierarchies. So are hospitals, are stations mapping divisions, are hospitals mapping to stations or are clinics mapping to stations? Or is a location—is 66 mapping to Nashville as a location?

And then finally, we’re doing a specific intense drill down getting into the weeds for areas of high interest. And these are, for example, top 10 drugs by volume or by class. It is sets of data, which will likely end up being a QI indicator. So here the example is Narcan or a rescue drug within 24 hours of its indicated drugs. So an opioid administration. So do we see Narcan _____ [00:16:16] within 24 hours of an opioid administration? So for that QA piece, you go in and look at all the Narcan codes and all the activity. Do we see it used in, for example, the inpatient environment? And then for opioids, do we search about it across a class or hierarchy or do we need to pull out the 6,000 individual concept codes for the different range of opioids? And then go through it and make sure that that mapping is correct. The folks at Salt Lake, we’ve run the same sort of question and process doing just CDW blind to what the OMOP results are. And then we come together and see where those differences are and why they might be arising. So those are what are occurring when we think about some of those specific data reviews.

And then finally, there’s some just quality of life aspects as we go through this process. And here we rely really on our QA collaborators who will have said, for example, you know, we really need to make sure that stations in this table because we’re just going to have to go back and do a joint on it anyway. And if we had to go back to the source and do the joint, it really defeats the purpose. Or if we can have the nomenclature set up in this format, again, it’s a quality of life, what people are used to in their current existence. And we try to wherever we can to accommodate that.
So for instance, this is an example—here’s sort of the high-level view of a QA report. So we can see, for example, we’ve got care sites in the source, it had a little over a million care sites. It had 22 distinct different versions. So pulmonary clinic might be one of the distinct concept ID’s that were mapped. And we see that in OMOP. We are missing some, missing 9% of the volume procure site. So there’s a fair number of those which we don’t have mappings for. So this is where we’re going back and looking at each of those that we don’t have a mapping and then creating specific ETL to look at that. This table, for example, is a little over two months old.
Similarly, drug exposure—and actually you’ll look at where some of that missing data is occurring in a subsequent slide. You can we have 94-95% coverage. This is actually not bad when you’re looking at 2 billion instances. Similarly, with gender and race, we hope you should have 100% coverage there. We see gender, male, female, unknown, unreported, race, 5 ____ [00:19:25] and so on.

So here’s a range of view examples. This is the overall population across the VA. And on the left-hand side is the OMOP person table. And the OMOP person table, if you notice closely, it’s a little bit hard to tell, but generally speaking, is 3 to 5% low consistently with each decade then compared to CDW. And that’s actually expected and we want to see that because in the OMOP we remove test cases, we remove duplicates, we remove individuals that have an incorrect Social Security number and the like, we remove dependents. So that process—so that in the end you only have Vets that currently or have in the past used VA services. So we would expect that to be less than what is found on the CDW side. 

Now if you also look closely, you’ll see that the 90 plus age looks dissimilar. That distribution looks dissimilar between the two groups. And when we actually went in, what we found was when an individual and a family member, for example, a fair amount of that difference is caused by someone asking or making a request for records or for a benefits request. You’ve got to remember, every time someone comes in and contacts someone in the VA, the VA actually generates—even though it’s not an FD, the VD will generate an activity, a visit around that. And so that 90 plus group is actually—many of those are individuals making questions about benefits and the like for individuals who are actually outside the normal range of the patient that we’re seeing. So someone who may be dead but we don’t have that in our records because the last time they visited the VA was in the 80’s. But all of that activity is there and that’s where we’re seeing that bump. So that’s actually expected. And for the _____ [00:21:41] process, as we went through that, that was our discovery.
Now thinking about some of the very specific narrow views. Here’s an example while we’re look at Metformin and it gives you an idea of some of the detail that we’re looking at. In this case, we have local drug FID’s. We have our volume on OMOP, which is the lesson to CDW. We see a difference of proportion and some of that is occurring again because some of that volume is less on the OMOP side. If it were much higher, that would actually be worrisome and we’d be more worried that we’d be generating some duplications. And if you look at the second table, you see the hydrochlorothiazide tablets for 50 mg, but the concept name doesn’t match it even though the NDC code matches. And if you look at that line of code with the top line, the 19 million volume, you see that there are 14,000 which seem to be out. The only reason that there’s a difference appears to be the source value. And then when we went back to source, what we actually found was that there was actually a mistake because all of those 14,000 were coming from a single station. And that’s what was occurring at that source location. That issue of mislabeling—and in the NIP [sic 00:23:03] case we actually went back and looked at some individual records to see if that was what indicates and the issue was the NDC code and the drug source value that mistake was actually occurring at the local level. Those individuals did all have 25 mg of the drug in question.
So that gives you an idea of what that process is. If there’s a specific question and an issue, if necessary we will go all the way down into—we’re looking at a sample of 10, 15, even 100 individuals to see if what we’re observing, what that issue might be arising from.

So what I’m doing is highly _____ [00:23:57]. There are a number of content experts that are helping us out. So listed here are a few of those. So Dr. Jones is a leading expert in microbiology. Brian Sauer is expert in both drugs as well as labs. Steve Luther and Dr. Matheny are also helping. And we have a newer collaboration occurring with the QUERI group. And we are also recruiting folks who have specific content knowledge, who wish to help us look at data and make sure it’s right. And even when we go live and data is given, no one is going to know the disease, the environment, the drugs, and their data than the local expert asking the questions. So we really are relying on, just as the CW Group does, when there are issues or mistakes or possibly data, for those content experts to come back to us, raise what the issue is, help us sleuth it, find the root cause, and then that allows us to go back and clean that data and have it ready and better for the next go round.
So moving from the process to our timeline, we are finishing populating our tables in development, which will be done, I think this week actually, hopefully. We are in the process of QA-ing the tables listed here. We’re focusing on drugs for the moment. The other tables are done. Drug and observation are still on the list. In July, we will look at QA locations by the labs. Especially labs those are some substantial tables, which require a significant effort. So drug list, I believe, was inpatient drugs. When you have outpatient and inpatient drugs, you’re looking at about 6 billion. So some very large efforts around both of those as they’re both complex. We need to make sure we get those right. We will institute some solutions. And you can see there, sort of the process as you go through bringing in some show groups, we are a bit behind on our documentation and we will catch up in July as well as moving forward and being to make more robust both the VA Pulse environment with the documentation as well as what those QA and FAQ documents are going to look like. 

And then we’re going to do the other piece, which is really important, which is the initial load testing and listing architecture and performance. Because right now we’ve really been focusing on [Sound goes dead 00:27:00 till 00:27:05] efficiently. But we really haven’t done the testing of what it’s going to look like in a production environment and that is going to be occurring pretty much immediately. And then as we go through that process, we’re also going to be looking at improving it and everything from indexing and so on. And just the process is to clean up and make that as efficient as possible so that we can minimize the CPU time as well as the time that you’re waiting, having to get up and get a cup of coffee before your results come back.
We’re also going to have some specific training of different COIN groups. And then currently OMOP is in just development. There are some tables which are in the CW work views. Those have not been updated in three months and those are all—those are partial tables. So the OMOP tables will be moved to production so that we can do more complete QA as well as load testing and all those other processes. And then finally, in October we are going to launch.

The other thing I wanted to talk about briefly is some of the tools to help with data. And this is really one of the strengths with ODHSI and the open source environment, is that set of tools have been developed. Achilles is one, which allows you to characterize data and visualize data after you make a cohort. And the other is Hermes, which is really Google for OMOP concepts and vocabulary. And the ODHSI group is actually moving away from these individual, stand-alone plugins for lack of a better word for OMOP. And they made a comprehensive package called Atlas. And we actually went back to the ODHSI group to get some mapping vocabulary between concept codes and BUID as well as VA product codes. And if you were to go today into Atlas and think of the Atlas demo program, which is available online, and do a QUERI to find a concept code, a QUERI vocabulary, and type in, say, Metformin, which I just did this. So type in Metformin, you’ll come up with 69,000 hits. So there are 69,000 things that say some form of Metformin drugs and _____ [00:30:05]. And then if you look on that right-hand side where it talks about vocabulary, there’s actually a VA product vocabulary. So there’s 113 VA products. So that’s really the power of exploiting the crowd sourcing in the open source environment. Because the VA vocabulary is now already in that open environment. And the next time we do a load or the next time that there’s a version, those will all be there for that next set of updates.

Another tool, which as an epidemiologist is near and dear to my heart, which is Cohort Method. And what it is is it allows you to generate a cohort using some drop down tool. So, for example, if we look at in this case a cardiac question and those who are treated with dual regimen drugs versus single regimen drugs. Then we have some exclusion criteria if they have it more than 180 days prior. That they have an outcome of atrial fib or MI prior to initiation or our start point as we define our cohort. And then we can figure out how many match upon our propensity score. So we created a propensity score model and in this case this isn’t a greedy score process. This is we’ll kick people out if they’re not close enough in our calipers based upon our propensity scores. So we lost 233, 3,391 cases. And you can see we lost a large chunk of controls. But in the end we have our match population. And this gives you an idea, this product is all in R [sic 00:32:08] and so it uses those SAS or other tables that you normally have as you get your research data and the like. And it runs sets of our scripts against that to generate what you see here. And I just pulled this from the ODHSI get hub. And so here we have our populations treated and compared and you can see that they’re very different based upon our propensity score. 

And here you can see we picked 20 different variables to throw into our propensity score. That top set—I’ll take a minute to explain this rather busy slide. That top set, look at what that matching looks like before we did any other filtering. So I know that irrespective of what the propensity score is, I want to have a direct match only females to females and males to males and everybody under six feet tall. So those might be a hard-wired filtering, which is what that second set of data is. So the first set of data is just propensity score and no other filtering. And that second set, if you look at the top 20 variables are actually the same. But that second set is after some sort of a filtering. So you can force, if you’ve ever done propensity score matching, you can match across a score or individual characteristics or covariates. And that’s all that is. The top is without you sort of filtering and the bottom is with. And you can see the pink is what that population looks like before. And the purple—that pink shows the distance between these two populations. And then after that propensity score has been initiated and you have a matched population, you can see what that propensity score and those differences based upon that propensity matching are afterwards to see that you’ve got some pretty good matching occurring across your 20 variables, which are in your score.
The next is just visually gives you an idea if you don’t have perfect matching, the two cohorts are slightly different, but much, much better than what we saw to begin with. Okay? And then from this population you can then ask the question—let’s say we look at survival and it will also because it’s in our package, it will generate some very nice pictures of Kaplan-Meier Plots as well as the 95% _____ [00:34:50].
So that could tell you how to use the tools. What’s going to be happening next is we’re going to continue adding patients and updating the OMOP model with incremental loads over time. And then there are going to be separate sets of data, which we are looking at processing and creating an OMOP dataset with them. You can think of it as we’ll have the VA OMOP data, we’ll have a CMS OMOP dataset, and a DOD OMOP dataset, all of which are under the same Common Data Model. So ideally, you write code against your VA dataset. You get access to CMS. You simply repeat that code and you will get what the results are from that CMS dataset around your same question. 

In addition, we’ll be adding NLP, Natural Language Processing, define conditions. So the first will be Ejection Fraction by Dr. Duvall. And then we’re going to move on and look at spinal cord injuries and NAKI’s. And, as I mentioned earlier, the CMS Medicaid data working with VIREC folks and Dr. Hynes and DOD, which is creating its DaVINCI dataset, which is also to that. And then hopefully in the future we’ll also get the Cancer Registry, looking at having that to be a separate dataset as well. 

And then not only are there other OMOP data marks that we’re looking at, we’re also looking at adding individual sets or dimensions of data from the Clinical Data Warehouse, so Microbiology with Dr. Jones. There’s also Clinical Assessment, Tracking. And finally, as mentioned earlier, there’s the ODHSI tools and so on. And eventually, we hope to institute Atlas, which is that combination of those three into one package. As well as working with VIREC kind of across the board in implementing some of these initiatives.

And before I go, I wanted to—actually, I’ll leave that for the end.

So finally, getting access. So researcher access, there’s a click box as part of the DART to request tables, either as part of your SAS data or the like. And metadata tables will then be added just like other data views. For operational access, if an individual already has operational access, that will be part of their NDS request. If requests include VINCI OMOP, currently individuals with operational access is just a request to get that in production. Because I mentioned earlier, the production of environments RB02, those views have not be updated and will not be updated for another month at least. After we do some load testing, those all have to occur first before that can happen. But if you wish to collaborate, add your expertise in a specific area, then a subset of individuals will be given access to the development are and the like to promote that QA process.
Finally, here’s some of the support options that you have, VA Pulse currently, which is a message list. Our documentation is out there, a very smart FAQ, which all of this will get built up over the course of the next month. There’s also the VINCI Help Desk, so if you include OMOP and your ticket descriptor or OMOP Concierge if you have a specific question are you’re working with it, that will get forwarded to one of our Help Desk folks. And then finally, the OMOP-CDW Community and the Open Source Community is a robust, vibrant group. I just got back from the World Congress of Epidemiology in Miami and I was doing some training with SEAR [sic 00:39:30] data, looking at SEAR and CMS data and SEAR is in the process of converting its data to the OMOP Common Data Model. And its expectations are to convert its SEAR data and its surveillance data and then, since it has linkages to CMS, to also include CMS as part of that data mark. So OMOP is bursting out all over the place. Common Data Models are really becoming a robust way of handling and thinking about data and especially addressing observational questions, which things like SEAR and so on are ideally suited for.

So I want to acknowledge especially the Salt Lake folks and our other quality collaborators and this give you an idea of our development group as well as the QA Help Desk folks. So I will open it up to any questions.

Heidi:
Great, thank you so much. We do have a couple of pending questions here. For the audience, if you do have a question, please take this opportunity to submit them. You can use that question screen and go to webinar to submit those into us. We should have a bit of time here for questions, so please take this opportunity. The first question here: Can we access this cohort building tool?

Stephen Deppen:
Not yet. So we actually have a specific contractor who is going through the process of writing it. The R code part is ready. There is what’s called a web API engine and that has to go through the security process. So once that occurs, then, yes, it will become available. The R Code is pretty sweet, let me just say. It looks very nice.

Heidi:
Great, thank you. The next question here: Does the OMOP Patient data remove the duplication that results from a patient’s visits to multiple stations? In other words, is a patient record based on patient SID or patient ICN?

Stephen Deppen:
ICN, good question. So if a patient goes to multiple stations over time, that patient is followed throughout their care. If they show up at different places at the exact same time, so that’s an issue in SORS [sic 00:42:12], and that’s actually one of the issues that we have found and are working with is that there’s some instances where there appears to be some duplication. Then that will also be cleaned. 

Heidi:
Great, thank you. The next question here: Will the Emergency Department Information System, EDIS, raw domain be migrated into OMOP in any way?

Stephen Deppen:
That’s a good question. That is one of the things that we are exploring doing. We need an expert to help us do that. So we have that as—we can track ED activity, but I am not familiar with that table specifically, so we may not be pulling all that data that you would need, which is specific to that set of data. 

Heidi:
Great, thank you. The next question: Can you use the data in other formats to take advantage of other more robust softwares, such as SAS or STATA [ph.]

Stephen Deppen:
So, yes. The way to think about this is this is another set of views just like you would your regular research environment. It just has in addition to—you have another set of columns which have a nomenclature of concept codes and you also have the vocabulary that tells you what those concept codes are so that you can hopefully more easily ask your question. Or if it allows you to ask part of your question, but there’s still some greater granularity, which is only available in source or in those basic tables, you can still go back and link to those DIM [sic 00:44:03] tables because we have that ICN, we have that dreg SID are still there. We don’t lose that mapping. So the short answer is yes and we maintain that underlying source data, especially where we expect that to occur as researchers ask more specific questions, which might be lost as we do the rollup piece with OMOP.
Heidi:
Great, thank you. The next question here: Is it possible to add X patient SID to the person table so that we can link back to the CDW when we need to?

Stephen Deppen:
I’ll have to go back and look. It may be there. So I don’t know the answer to that question off the top of my head. I don’t have that table up.

Heidi:
We don’t expect you to know everything at the drop of a hat, so I completely understand.

Stephen Deppen:
Alright, I’d like to say I actually have a list of the person table about two months. So three months. I should know that, but I don’t.

Heidi:
That’s fair. The next question here: I have used OMOP quite a while ago in the pharmaceutical industry. There were several staff tools developed that were quite useful. Would these be made available?

Stephen Deppen:
So those, I’m not familiar with what those tools were, but the ODHSI tools that you saw demonstrated I think are the same—are basically the newer version of those same tools. And most everything now is in R that I have seen in the open source environment because of the SAS’s proprietary aspects.

Heidi:
Great, thank you. That is actually all the questions that we have received in at this time. I will try to draw this out for a minute to see if we have any others coming in. See if any others are being submitted. But I will stop rapping up things here. Steve, thank you so much for taking the time to prepare and present today. We really do appreciate your initial presentation and your follow-up today. For the audience, we are recording today’s session. I know that there wasn’t a lot of notice ahead of time for today’s session. So if you know of anyone who wasn’t able to make it today, we did record it and we will be sending that link to everyone who did register as soon as that is posted or it will be available through our catalog archive. 

It looks like we haven’t received any other questions in, so we will wrap things up a little bit early. Like I said, Steve, thank you so much for taking the time to prepare and present today. We really do appreciate that.

Stephen Deppen:
Thank you. Thanks, everyone.

Heidi:
Thank you. For the audience, I’m going to close the session out here. When I do, you will be prompted with a feedback form. Please do take few minutes to fill that out. Thank you, everyone for joining us for today’s HSRND Cyberseminar and we look forward to seeing you at a future session. Thank you.
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