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Todd:  It's a great pleasure for me to be here today.  I have too many windows open on my computer.  My name is Todd Wagner.  I am the Director of the Health Economics Resource Center here in Palo Alto, and we're going to be talking.  It's, oops.  My screen freaked out on me.  Somebody just put it back in from the beginning.

Ok, so we're going to be talking today about econometrics with observational data.  This starts the cyber course that we teach on econometrics.  And we recognize that VA and many other organizations have access to big data, a huge number of observations, and the question then becomes how do you use those observations in meaningful analysis.  So we started teaching this cyber course about six or seven years ago.  We try to teach it every other year, and we do a cost effectiveness course in between.  So let me move forward.  I have about 57 slides today.  And just to orient people, right now we have about 220 attendees online, which is fantastic.  

Jean Yoon [phonetic], who is another health economist here, is monitoring our questions and answers help desk.  So if you have a question and you're in muted mode and you can't talk, but you should be able to ask questions, and then Jean can interrupt me if there are questions that are clarifying questions, and if they're bigger questions, we can save them to the end.  

This is really meant to be an orienting seminar to sort of set the stage for the course.  What we're hoping people to think about today is how to use these vast observational data sets to do careful quantitative analyses.  We'll be using examples throughout the course with VA data, but it easily refers to non-VA data too.  It's not specific.  It's just that most of the data that we use are VA data.  

So one of the goals that we'll be doing throughout the course is describing different econometric tools and their strengths and limitations, and then we'll be using examples to try to reinforce learning.  It's very hard, I will admit, to teach to the broad diversity of this course, and so sometimes we end up with people who have PhD's who are very, very advanced and want to get pushed, and yet sometimes we also have people with just bachelor's degrees or less advanced degrees and are just trying to get into this material.  So if you find yourself on one of those two tails, I would encourage you to reach out to us via email or the help desk to get further information.  What we try to teach is so that about 90% of the people say that they think that the quantity of the material in the course is appropriate, but we typically get 5% who want to get pushed farther and 5% who we lose along the way, and I apologize profusely for those.  And we'll try to help ensure that we keep you up to date.  

So here's the course schedule.  So this week is just the introduction as I said, and then Christine will be talking about research design.  In red, you'll see that that is a different time.  So that's 10 a.m. Pacific time.  So these are all 11 a.m. Pacific time where we are, but for that one it's just off by an hour.  And then we go back into propensity scores, natural experiments, and difference-in-differences.  I will note that that has been a very, very popular course in the past two years, especially in VA where we can often think about natural experiments happening at different VA Medical Centers.  We're then going to get into, as you can see, some other more advanced issues, instrumental variables, panel data models, and so forth.  

What we'll be talking about today is sort of setting the basis for the class.  So what I want to tell you a little about today is understanding causation with observational data, and you should be thinking of this sort of skeptically.  As you've probably heard, you'll often hear about, you know, correlation does not equal causation, and there are different ways to sort of push that boundary, and we want to talk about that today.  

In economics, we often use equations.  And so I'm going to describe what an equation looks like.  You'll see them throughout the course.  And it's not meant to freak people out.  It's actually meant to make people a little bit more comfortable with equations.  So I'll give you an example of an equation, and then we'll walk through the assumptions of the classic linear model with which we do most of our frequent [inaudible] analysis.  

So just to note that if you're in the VA or in large healthcare systems, it's really multidisciplinary, and it's very confusing to think about the terminology and it becomes a major barrier.  So here's a paper that Max [phonetic], Fran, and Paul wrote in 2011, and they have a followup paper for this as well, but it tries to break down some of these barriers.  You get into these weird sort of worlds where is it multivariate or multivariable, endogenate or confounding, interaction or moderation.  And in some worlds, people view one as completely wrong and one as completely right.  And if you go to the other world, it is just the opposite.  And so I will try not to paint one as being evil or good, but just to note that one of the goals here is to make you feel more comfortable with the data and so you can sort of have conversations about these things.  

So I wanted to ask a poll.  Heidi, is there a way to do just poll?  I'm hoping...

Heidi:  I'm opening it up on, if you want to read to your question and the possible responses and then the audio, we'll respond on the screen.  I just opened up for them.

Todd:  You bet!  So what I'm trying to understand here is your background with panelizing observational data.  You're going to see five responses, or so I hope if the screen works out.  One would be beginner.  You understand things like what an average is, what a median is, perhaps the variants, but you don't typically run regression models.  You think of, you know, three as being modest experience.  You've probably run some linear logistic regressions.  And then five, on the other end of the spectrum is that you think of yourself as reasonably advanced.  You've run a fair number of statistical models to control for unobserved heterogeneity, and you've thought about these issues such as endogeneity.  If you're not even familiar with the term endogeneity, don't freak out.  We'll talk about that further in today's class.  But I just wanted to get a sense on the diversity.

Heidi:  Ok, I'm going to close this out, and what we are seeing is 17% are saying that they are beginners, 13% are rating themselves at a two, 30% with modest experience, 19% at a four, and 21% reasonably advanced.  Thank you, everyone!

Todd:  Wow!  That is amazing diversity.  So that is, that'll speak to, some of the reasonably advanced people may find that they already know most of the stuff in today's class because I'm trying to set the foundation, and they might feel more connected with some of the future classes, but they're more than welcome to hang along.  I was just sort of trying to make sure that with today's class we get sort of a base level of understanding before we jump into things such as propensity scores and instrumental variables, but thank you.  Another poll for you is do you have advanced training in economics?  And I gave you three responses, and advanced training I think of as beyond bachelor's.  So one is yes, two is no, and then if you're like me it could be third answer was it was so long ago I can't remember.

Heidi:  Responses are coming in.  I'll give everyone just a few more seconds to try to remember what their responses here, and we'll close this one out.

Todd:  Thanks.

Heidi:  And it looks, yeah, it looks like we've slowed down.  And what we are seeing is 20% of the audience saying that they do have advanced training in economics, 73% say no, and 8% it was so long ago I can't remember.

Todd:  Well, I appreciate everybody's honesty, especially with that third one because I tend to feel older and older these days.  Alright, so here's the last poll question.  Years since your last degree.  Answer one is one, two is two to three.  Three to four is the third response, five to seven, and eight plus.

Heidi:  And again, I'll give everyone just a few more seconds to respond before I close this out and we'll go through the results.  And it looks like we've slowed down, and what we are seeing is 15% of the audience being one year, 17% two to three years, 10% three to four years, 15% five to seven years, and 43% eight or more years.  Thank you, everyone!

Todd:  Great!  Thank you so much, everyone!  I just want to sort of make you reflect on how diverse the audience is, and that's fantastic.  

So one of the things that I like to do in this first course when we start talking about causation and how to think about causation from observational data is to step back and think about why we run clinical trials.  And clinical trials really are the gold standard approach for thinking about causality.  It's what the Food and Drug Administration requires to say that a drug is safe and efficacious.  

So what is unique about a randomized trial?  The treatment and exposure is randomly assigned and done so by the researcher.  It's not chosen by the patient.  So the benefits of the randomization, if it's done well, if you can come up with causal inferences, you can say this drug is safe.  This drug is effective compared to placebo.  Randomization assignment distinguishes the field of experimental design versus nonexperimental design.  

So most of what we're going to be talking about in this class is going to be the nonexperimental design, but what we know about experimental design can inform the nonexperimental side.  I also want, some people get confused when we talk about random assignments with random selection.  So sometimes you'll be doing polls or surveys, and you're interested in the random selection or a nationally representative sample.  There's where the random selection is important, but it doesn't mean that you're randomly assigning people.  Randomly assigning people means you're assigning them to specific treatment arms that they wouldn't necessarily have chosen otherwise.  And it's the assignment component I just want to be clear is what's required for understanding causation.  

Now there are a lot of reasons that we, or limitations to randomized trials, why we can't do them all the time.  One is that typically when we're running these clinical trials we have very extensive exclusion criteria.  It means that we have great internal validity.  We know that something causes something else, but it may not generalize well to the external world.  That has been well shown in the scientific literature.  

There's also this thing called a Hawthorne effect.  And so this is an effect, and you can Google it, that basically shows that people behave differently when they're under observation.  So if you do a study and you're observing people, you can get people's behavior change just by letting them know that you're observing them.  That's known as the Hawthorne effect.  

Most of the randomized clinical trials that I've worked on are both expensive and slow.  Typically you can work on a trial because you have to follow people for a certain period of time.  You have to enroll them.  Now I'm still working on a trial that's been over 10 years now.  So these are not quickly done fast trials.  There's been a lot of discussion about how to make them faster, but it's really hard to make them doable in a very, very short time period.  

There could be unethical reasons to randomize people.  So if you were interested in does smoking cause cancer, you don't know an ethical way to randomize people to smoke.  And then you could [inaudible] that perhaps quasi-experimental designs could fill an important role that could address these limitations above, and that's really where we're just sort of jumping off with.  

So can secondary data help us understand causation?  Now, you know, I'm a big coffee drinker.  And so there's, some of these headlines on the screen that I might like to believe, but I don't believe any of them.  So there's, you'll hear if you follow the news that, you know, coffee will kill you, coffee will save you.  And I don't want to necessarily get into coffee, but you just can use that as a jumping off point to think about all the headlines you'll hear throughout the class or throughout your readings, and I want you to be skeptical of those.  I'm going to give you an example later in the course about bike helmets, and we can talk more about sort of bad policy around bike helmets.  

So observational data.  One reason we use it is that it's widely available, especially in VA.  In VA, it's relatively easy for you to pull not only millions of records but billions of records.  So it's widely available.  You can do relatively quick data analysis at a relatively low cost, especially compared to randomized trial.  You could pull national data.  So if you're interested in, whether it's VA or non-VA, you could pull Medicare data and you could say it's incredibly realistic and generalizable to all people over age 65.  

Now there are some limitations.  Now the key limitation here is that maybe you're interested in something as independent variable.  And I should have put independent variable in quotes because people use that term, but independent in most ways means exogenous or that it was randomly assigned, which is false, as most of the time we think about these right-hand-side variables that we're really interested in understanding.  This policy, bike helmets affect safety, and that, or does smoking affect cancer, so that smoking or bike helmet would be your right-hand-side variable.  It's not truly independent, and so we say it's endogenous.  And you'll hear the term endogenous a lot in economics, and so we'll talk a little bit more about that.  

So endogeneity.  So a variable is said to be endogenous, and that's clearly a problem when it is correlated with the error term, and that's sort of the most basic level.  But in some sense you could think about this as just a loop of causality.  In the smoking example that I was giving, you're dependent variable, well let's just say it's mortality.  You're interesting independent variable is do they smoke.  Smoking is correlated with a whole host of reasons that we can't control for, so you have things like where they grew up, who their friends were, did their parents smoke.  Now you can control for some of that, but you're invariably going to be able not to not control for all of it.  So it becomes this loop of causality that leads to endogeneity.  

Now it can come from a number of reasons, and these reasons are important for how you can think about controlling for them.  So here we talk about measurement error.  You can talk about autoregression specifically if you're following people over time.  You can end up with these issues of simultaneity that they're sort of jointly decided.  Omitted variables was the example that I was just giving you where you forget or can't measure everything that's important.  And then you end up with these issues of sample selection where the patients choose depending on things that you don't observe why they're choosing it.  So these reasons that matter because you'll think about addressing them in different ways.  

So I've given you some examples of endogeneity.  I just want to walk through one example.  This is a question.  Does greater use of PET screening, so PET screening is a radiographic screening, decrease lung cancer mortality?  This is a real life question that people want to know about.  PET scanners are very expensive, and so the question is do we want to assign patients to get more PET screening with the belief that it would, you know, cut down on lung cancer mortality?  

You could easily observe in VA data who has the PET screeners, and you'll observe that some facilities do a lot of PET screening while others do very little.  You could also compare patients across these facilities, and you could probably find a negative correlation between PET screening intensity and mortality.  But think hard, you know, again you'll probably go back to your statistics class where the causation does not equal, or correlation does not equal causation, and you can probably come up for a whole host of reasons of why PET screening intensity is endogenous, why it would be linked to something we're not observing.  It's a simultaneous choice.  

You could think about, for example, maybe physician quality.  They sort based on what, or the pulmonologists think about what do they want to work, and they really don't, the really good ones only want to work where there's a PET screener.  So you could think of a whole host of reasons that would cause biases here.  

So I wanted to step back one more term.  Endogeneity is a term that's very frequently used in economics.  It's not as commonly used in statistics.  You'll hear things like sample selection and so forth in econometrics.  I just want to sort of lay out some of these issues here.  There are cultural norms.  One of them is, is that if you think that there's, it's endogenous that cultural norm in economics is that it probably is and you should treat it as such.  And that does not always happen in all fields.  

One of the things about econometrics is that we also have this underlying data generating model that's sort of a rational act or model, that people are interested in profit maximization or quantity maximization if you're nonprofit.  Maybe it's time minimization, but there's sort of this underlying objective function that is in some sense economic.  And that can be quite different from just a statistical model.

So let me just, hopefully I haven't lost anybody at this point.  So the goal of the next part of the class is just to talk a little bit about what an equation looks like.  I'm going to walk you through an example.  So here's three terms that you've hopefully heard of.  So univariate, bivariate, and multivariate.  

So when we use the term univariate, it's just the expression of one variable.  So you might just sort of say what's the average of a variable?  And you could, you know, lay out there what's the maximum of a variable.  What's the minimum of a variable?  That's a univariate expression because it's just about that one variable.  

If you're interested in a bivariate relationship, you might say what's the relationship between height and weight.  That's a relationship between two variables.  Multivariable, multivariate is the expression of more than one variable.  Can be dependent or independent variables.  I tend to use these three terms, but I will note that depending on what fields you're in, you'll hear very different terms.  

So, and this is a very simple, hopefully people if you're, if you're like me and you are one of those respondents who said eight or more years since your last degree, you can go back to one of your last math classes way back in the back of your head, and you can think about the equation of a line.  This look very similar if, you're dependent variable, your outcome variable is your Y.  Your intercept is your beta, not your beta one is, let's just say it's a right-hand-side variable.  

You'll often hear things like covariates or predictors or independent variables, and then you're going to have, because it's a stochastic process, there's a natural error in the process.  You'll have an error term.  

Now, if you notice the equation line, which is below, which is the Y equals MX plus B, there's no error term.  One is because the line is just a deterministic relationship.  It's perfect.  So keep in mind that statistics we have this error here.  But you can see the relationships.  You have the intercept, and then you have the slope.  So we're going to actually map this out.  

I, just so you're aware of it, is an index.  There are many different indexes.  If you had, over time, you could put a T in there.  But this, for example, if you were analyzing people, then typically the I would just refer to the people.  And like I said, there can be other indices as well.  

You can expand this equation.  You can say ok, so here again is your dependent variable.  Now I've included two covariates.  One is X, one is Z.  So it's just expanding in a linear fashion.  You have a different notation about, I'll throw in that sigma, the sum variable there.  Now you might just sort of want to because it doesn't sit on your paper, you might want to highlight that there's two key independent variables, X and Z, and that you have a, sort of a vector of other variables you want to control for as noted by the J.  And notice we threw in another index there for you, which was just the number of variables in that vector.

Error term.  I've talked a little bit about this.  Error term exists because other important variables might be omitted.  We typically have measurement error.  And then there's just this, there's just error in life, sort of human indeterminacy.  I will note that understanding this error structure and why it exists is very important for why you do statistics or econometrics.  Most of the time we're trying to minimize the error.  

So when you get into later in the class, and you'll hear about Paul Barnett talking about costs as the dependent variable, and you get these extreme outliers.  So you might see a lot of people with zero costs in healthcare, and then you see a handful of people who are over $10 million, let's say.  You end up with these really weird error structures.  And so depending on what you, you know, let's just say you look at the average, that can be highly skewed because it doesn't sit the two ends of that distribution at all.  

And an error, we can think of it as different sort of ways of adding on.  It can be added as a multiplicative, and those matter and those sort of guide us in how we think about that.  

So I'm going to give you an example here.  This is a banal example, just between height and income.  But it's one that I'm hoping everybody has, can get a handle on it.  It's not too esoteric.  So here the idea is that we're interested in this issue of income; that's our dependent variable.  And then you're independent variable that we're interested in is height.  Your hypothesis is that height is not related to income.  And so if beta, just to sort of clue you in, if beta one equals zero, then what is the beta not?  And the beta not here is just, would be the average.  

So here's an example.  And one question to you all is to think about how would you want to describe these data?  So on your X, you have height.  On your Y, these are made up data, you have income, and these are annualized incomes.  You can see that there are some people who are making $200,000 a year.  They tend to be taller.  And you have some, you know, some clustering down, and 75 inches, just so you're aware, is way taller than me.  So if you're 5'10, you're at 70 inches.  So it looks like quite a bit of variability right around 70 inches where I am.

So you might want to say how do you want to describe the data, and you would say well, let's come up with an estimator.  What is an estimator?  It's a statistic that provides information on the parameter of interest here.  In this case, it's height.  And you can think about applying a function to the data, and boy, this sounds complicated, but it's not.  So don't get overwhelmed by this term estimator.  

You might just say well, let's just think about an average.  An average is an estimator.  A median is an estimator.  If you're familiar with medians is just where the 50 percentile of the data falls on one side or the other side, and those are univariate estimators.  They just tell you about the one relationship or the one variable.  You could have bivariate estimators.  You could have multivariate estimators.  Most typical common multivariate estimator is ordinary least squares.

So in this case, ordinary least squares is working by mapping a line on the data.  And what you're trying to do is you're using this line to represent the relationship between height and income.  Now, you know, given what I've just said, you might say well, at the higher end, you know, it looks pretty good.  At the lower end it doesn't look like it's fitting the data so well.  Boy, it's, we're getting quite a bit off that line, and so, you know, below 68 or nine inches.  So you might start wondering how is that a good estimator for these data.  Is that linear relationship correct?  Maybe you're going to come up with other estimators, and maybe you'd say wow, maybe we should do a nonlinear estimator.  And you could say well, that would be a better estimator here.  There's many different types of estimators that you could think about doing.  

Now some estimators are just going to be bad estimators, right?  So you wouldn't want to just always use the maximum value for, sort of, for your estimator.  That's just sort of a really bad estimator.  So you're trying to typically find what we think of as a central tendency estimator that tells you a little bit about what's the relationship on the central for the average or the median key person.

There are many criteria about what you could think about choosing an estimator.  You could think about unbiasedness, minimum variance.  There's all these things that you could dive deeply into, sort of asymptotic properties, maximum likelihood, goodness of fit.  

I will say that typically there's no perfect estimator.  But you're going to try to figure out, then weed your way through the [inaudible] to try to figure out is there a best estimator.  Often what we find in health economics, there are questions between interpretability and goodness of fit I sort of struggle with.  So especially when we're analyzing cost data, you can come up with these pretty interesting square root estimators.  They're very hard to interpret, especially if you put in cubic splines, for example.  Maybe they had great goodness of fit, but they're very then hard for people to interpret.  So there's something very nice about least squares, and it typically works pretty well.

So how is OLS fitting the data here?  So what OLS is trying to do is trying to minimize the distance to sort of the absolute variance distance here, and so you can see the, what it's looking for is those green arrows and it's trying to minimize that distance.  So that's how you end up with that line.  

But what about gender?  Maybe you're scratching your head and you're saying wow, that's a pretty poor relationship, especially if I go back and said below 68 inches.  And you might say to yourself you know very few women who are 75 inches, but you know, you know women that might be short.  Maybe there's a different relationship for women and men.  So what about that?  And you could say well, let's just throw in what we typically say is an intercept or a dummy variable for gender.  Or you might want to say does an interaction affect, so what does that mean?  

So here's your height and your gender intercept.  So again, this is just a dummy variable for gender is B two, and what that relates to is now you've just, have a different intercept for men versus women.  And you can see it's the line representation forces them to be parallel.  The red is the women.  The blue is the men.  And you'd say well, that works pretty well.  But that red line looks really poorly fitting.  The blue line doesn't look so bad.  Now keep in mind I'm 70 inches, so that means my income is quite a bit lower than it could be if I grew myself.

So maybe you say well, we need an interaction.  We need those slopes to be able to differ by men and women.  So we keep the main effects in.  We now have this interaction term, which is a multiplication of the height and gender variables, and the errors which you end up with and say wow, that looks like it's doing better.  So it's even better for men.  We see that it's fitting men better.  It's a poorer relationship for women.  And in fact, this is actually what's been shown in the data is that there does seem to be not as strong as it's portrayed here, a relationship between income and height in men.  I tend to be on the smaller size of men or average, and it doesn't fit as well, that relationship, for women.

So is this association meaningful?  Should we change behavior or make a policy based on associations?  These are questions that you should be asking yourself.  For many, the associations are insufficient, and we really need to get to causal relationships before we should be making policy.  

I will note on a personal level, and I try to distinguish my sort of personal viewpoints, I'm not a pure [inaudible], and so I do think that we make better policy when we think about the data.  And I will, there's a great article in the Incidental Economist yesterday that Heath Humphries [phonetic] wrote; this as a blog that Austin Frack [phonetic] and others do that talks about the sweet part of policy.  Typically policy is not a linear relationship.  There's parts where you should be investing, and there's other parts where you've done too much.  And so I would encourage you to read that.

Identification, this idea that we can identify a causal relationship requires that we meet five assumptions in the classic linear model.  Some, that's where I'm headed next is to talk about that.  I will note, though, that why do we care about this?  And I'll, so I'm a cyclist, so I will personally impugn my whole cycling brotherhood here.  So bicycle helmet laws, and if you did laboratory experiments, you can prove beyond a shadow of a doubt that helmets protect the head.  You can drop things like bricks on the helmets.  You can measure forces.  You can do all sorts of things and come away concluding that helmets are good.  They protect your head.  But it doesn't necessarily translate into the real road.  

There are things that we talk about all the time as bikers.  Bikers behave differently when they're wearing helmets, and it's not because people randomly put the helmet on.  It's because people sort into different groups here.  People who sort to wear helmets and sort to not wear helmets.  We also note that drivers behave differently around bikers with and without helmets.  They, now the data show that they give more space to people without helmets.  They're more likely to cut people much closer with helmets.  

You also have to ask these questions, do helmet laws have unintended consequences?  And you might say well, what we're really interested in is policies that encourage, I don't know what it might be is reduce travel commute times.  Well, then you would say that these are bad because they inhibit the uptake of bike share because it's really hard to get helmets with bike shares.  So think about the policy.  It's easy to come up with policy solutions.  Typically those policy solutions require that you understand causal relationships which the observational data are not good at.

Alright, now if you're a cyclist and you hated that example, I apologize.  You can email me offline.  But I think it's actually pretty true in the data.  

So classic linear regression models, the assumptions.  So there, one of the assumptions is, and we get into this whole field of that there's no single best estimator.  You can't just say across all sets of data ordinary least square, OLS, will be the linear regression, will be the best estimator across all sets of criterion and all sets of examples.  That just doesn't work.  So you, there's no easy out here.  

So the classic linear models are often used as the starting point, like I said.  So you typically want, even for models where it might be mortality and zero-one.  You know, typically, you know, you can start with something like a linear model, and when you're dealing with a zero-one it's just called linear probability model, that tends to work really well.  And then you can sort of push off of that.  

There are five assumptions in a classic linear model that I want to go into, and then there's variations in these assumptions.  We'll guide your choice of estimator, and if you end up wanting to publish this, we'll sort of guide your, the happiness of your reviewers for your paper.

So Assumption 1, and this is more of a simple assumption, but you got to think about it hard is that the dependent variable can be calculated as a linear function of a specific set of independent variables plus an error term.  So I have given you examples in the model of the line and sort of always assume that that relationship was linear or could be transformed to be linear.  And so here's that example there.  So if the relationship is much more complicated than, let's say it's a true sign function, you can think about how off your model might be if you assign it to be linear.

So ways that you can violate Assumption 1 is you could have omitted variables.  You could have nonlinearities in your model.  And you can make them linear by transforming them, but it requires some thought to how you're going to model the data.  So you can't just sort of jump in and say this is the best estimator.  We're just going to use OLS.

Now there are different ways of testing Assumption 1.  And I will say that as you get into testing and pushing the assumptions here, is that the more we talk about empirical test the data, almost generally speaking you're going to find this relationship that empirical tests have, generally speaking, lower power.  So you need to think and just sort of say, even if you reject the null and the empirical test says you can't say that the assumption is invalid, you have to think about it carefully.  So you might have something like a Cobb-Douglas production function.  A Cobb-Douglas, if you're not familiar with economics, is a theory based model about how inputs and outputs work, and that would guide your choice of models.  You would typically end up in sort of a log specification model there.  You might have an empirically based transformation.  You might do a Box-Cox transformation model and say what's the best empirically based transformation?  You know, common sense goes a long way here, and so, you know, keep in mind where, what's common thinking.  

There are some other tests here, the Ramsey RESET test and the Pregibon Link test that are, and I've given you the citations.  Those go back quite a few years now.  Talking about how to look for the problems in Assumption 1.

And I will say most of the models and the, what I've shown you has been done [inaudible] data.  Things like the RESET test and the Link test are common and easily executed [inaudible] data.  It's just what I know, but I understand that [inaudible] as well.  Sometimes, you know, a little bit harder to execute and things like that.

So there are different ways that you can violate and come up with Assumption 1.  So I typically see people wanting to build models in a stepwise fashion where they say let's look at all the bivariate associations, and if you have a bivariate association that's less than point one where going to include them in the multivariate model, I have real problems with that approach.  And I will say there's very little penalty, especially with big data, to adding a nuisance variable.  A nuisance variable is a variable that has no sort of predictive validity or that doesn't add anything in the model.  But there's a huge penalty for missing an important covariate. 

Now I try to go back and figure out where the underlying origins of stepwise building is, and one take on it is if you had very small data, especially on exposure, epidemiologic exposure, very quickly you would have a number of covariates that exceeded your observations.  And that won't allow you, you can't do that in statistics.  And so the question is you have to start narrowing down the number of covariates in your model, and so you could think about the stepwise fashion.  

But with most of the data sets that we're talking about, even thousands of observations, you're probably not going to have thousands of covariants.  So I would encourage you to force them in and put all of your variables that you think are important in the model.  Now you might come back to me and say hey, what about multicolinearity?  Well, so I, so that is a concern.  If you have two variables that are very, very highly "uncorrelated," they can kick each other out.  Now perhaps those two variables are the two variables you're most interested in, and then you actually give a little bit of concern to that.  And you can see correlation and you could test that.  But most of the time you, we are trying to control for things, and you're not necessarily worried about, you just want to control for income and education and perhaps marital status.  Maybe there's some correlation.  Maybe there's multicolineate going on there.  But it doesn't matter in terms of what you're key independent variable is, so I would encourage you not to use stepwise building.

So here's what happens.  So if you had ignored gender here with, going to back to our example of height and income, you have a biased estimate.  So there's, like I said, there's no penalty for including gender.  If it's not significant, it doesn't matter.  If you ignore it, you have a biased estimate.  And there's no telling, there's no telling [inaudible] how big that bias is.  So you could be way off.

So the Assumption #2 is the expected value of the error term is zero.  So here's, we have, like I said, we're looking at this model and we have these errors around the model, and the expected value of this error term is zero.  So if we don't have this, if we don't meet this assumption, we have a biased intercept.  This is really problematic when we're analyzing cost data because we have these extreme variances, and so it's very hard to come up with an average or a model that fits cost data well because you have, you know, a lot of people at zero and a huge number of people, like 10 million at $11 million.  So you have problems with Assumption 2, specifically when you're working with cost data.

So there's ways that people have tried to work with that, and one is to smear or using, you know, logged costs or transformations to sort of bring in those outliers so you have a better [inaudible] model.  

Another key assumption is what you'll typically hear people say is IID.  So this is independently and identically distributed error terms.  This is a big set of issues in one little term.  One is that you have no autocorrelation, so that there's no correlation between observations and the data set.  So if you have, following people over time, implicitly if you're following yourself over time, you, yourself are autocorrelated to yourself.  The behaviors that you're doing today were, are related to what you did yesterday or what were related to what you did the day before.  And if you don't account for that, we're observing you multiple times, you can have this autocorrelation in the data set.

We also have this issue of homoscedasticity where we assume that the errors are identically distributed, and I have a slide that shows what that means.  But here's heteroskedasticity.  So these are clearly showing if you look in length of stay in your bed section, so this is, VIA is a term of length of stay in a specific bed section, and you can see the cost.  You see that the longer you stay, not only do your costs go up, but there's more variance in your cost.  So the tight clustering down around, you know, between 100 and zero, there's very little variance around there, much higher variance high up.  So that's called heteroskedasticity.  We have to be very worried about heteroskedasticity in a lot of our models.

So the effects.  One is that you can end up with coefficients that are typically unbiased, but they're very, very inefficient, and so our standard errors are biased and so we have to think about statistical tests.  We have to correct for the clustering.  So if we track you over multiple periods, we have to think about the clustering of you, yourself.  And like I said, plotting is often very helpful here.  It's very clear when I show you this heteroskedastic plot you say whoa!  I've got a problem here that is likely going to result in problems with my error term.  So plotting is often very helpful.

And then there's differential statistical tests for heteroscedasticity.  There's more very, sort of general tests for it, but they typically have limited power.  So you know, often you have, this is where common sense goes a long way.  So be concerned about heteroskedasticity.  You can do some tests to examine it, but you need typically very large samples to do so.

There are a couple fixes.  One is you might be able to transform independent variables.  So we were talking about the cost data.  You know, a lot of people with zero costs, a handful of people with very high cost.  One powerful transformation is the log transform.  So you take costs, you times it by the log.  So everybody, now you're talking about logged costs, and you'll see that that person with millions of dollars now has a log cost of 10 or something.  So it brings in, you know, the extremes considerably.

Another way of handling it is the things like Robust standard errors or Huber White.  They've become so well used over the past 15, 20 years, that there's concerns that they're being overused now.  So there's work that's being done to say don't whitewash your errors.  And you'll hear that term because of the Huber White.  So you have to be a little bit careful of those as well.

So Assumption 4 is that the observations on independent variables are considered fixed in repeated samples.  For observational data, this is where the endogeneity comes in.  And so here's where if you have something, let's say you're interested in smoking, that you've got this implicit correlation between the variable of interest, which is smoking, and your error term.  And it's very hard to do away with this issue of endogeneity.  One way of dealing with it is just to start adjusting for as many covariates as you can because then there's less and less in your error term.  So [inaudible] that makes sense.  But to recognize that there's different reasons why this is violated.  You can have this term errors in variables, which is statistical measurement error.  You can have, you know, autoregression, which is, you know, following things over time that are predictive based on just sort of the autoregression, a component of it, and then simultaneity is another.  

You know, typically things happen, a simultaneous decision, it's very hard to know which is causing which.  I will say that most of the time when we deal with observational data it's Assumption 4 that we're going to struggle with, and so throughout the course you're going to hear a class on propensity scores and you're going to hear a class on instrumental variables.  And it's trying to deal with this issue, is endogeneity and how do we separate out the exogenous component or do our best to control for the endogenous other covariates.  So we spend a lot of time in observational data with Assumption 4.

As I mentioned, errors in variables, this is the measurement error in the dependent variable, and I suggest not random, and so if there's actually some sort of form here that's causing problems and we assume that with ordinary least squares that covariates are measured without error.  But if you have error that's measured and it's specifically unobserved, it can cause great problems in your measurement.  

There are easy ways that you can end up in a world where you have problems here.  One is, let's say you're interested in understanding current behavior, and you put last period's behavior as a right-hand-side variable.  So it's called lagged dependent variable.  That's a common violation.  It causes bias here.

You also can have this issue of contemporaneous correlations that, you know, things are happening simultaneously across, whether it's supply and demand.  And you can do a Hausman test.  James Hausman was a Chicago, he's a Chicago economist, and it's a great test to use, and there's extensions to this test, but it's very poor power in small samples.

Then the key solution in endogeneity is not going to be propensity scores is my take on the world.  We teach the propensity scores because we think it's valuable for you to understand, understanding matching and propensity scores, but perhaps the best solution is going to be something like instrumental variables.  And that's probably the best potential solution for this violation.  Good instrumental variables, as we'll talk about later in the course, and I think Christine is the one talking about that one, is they are very hard to come by.

Assumption 5 is almost a trivial assumption, and you can sort of intuitively understand this.  One is that you're observations have to be more than your covariates.  You can't have more covariates in your model than you have observations.  This leads you back to that Assumption 1 where we were talking about how do you build models when you have very small sample sizes and maybe why the stepwise regression took effect.  But in most of the cases, especially with VA data, we're looking at millions if not billions of observations, and so that's not typically the problem.  Even when we're dealing with thousands of observations, we're not just typically dealing with thousands of covariates in our model.

And then we have an assumption about no multicolinearity, and this data is actually very good.  This data will cease to invert the nature.  It can spit out an error.  If you try to put into variables that are perfectly colinear, it will actually just drop one of those variables and say that it's perfectly colinear.  And so that's an easy way of doing it.  If two things are highly correlated but they're not perfectly correlated, the answer is just more data because then you have the precision to sort of tease apart the high correlation there.  So that's the easy solution is just to get more data.  But hopefully the multicolinearity is not the key variable of interest and then becomes less of a concern to you.  But if it's perfectly colinear, you can remove the variables, and like I said, you can increase the sample size.  That gets you a long way.

So for those of you who are on the one side where you're starting to get back into quantitative models and you're interested in sort of catching up, there are a couple books out there that I want to, and there's so much more on the web.  It's very, very hard for me to keep up with the web.  One of the books that I love is the Guide to Econometrics.  This is the Kennedy book.  If you feel a little bit more advanced, Bill Greene's book on Econometric Analysis is great.  He's gone through a number of iterations.  And then Jeff Wooldridge's book on Cross Section and Panel Data model is fantastic.  In each of those, sort of the Greene or Wooldridge models or books, they assume a fairly good proficiency with math, and so you have to be familiar with math to sort of walk your way through them, but they're, they sit on my bookshelf and they've become the sort of de facto go back to those books when I'm encountering a problem type stuff.

And then there's a sociological paper that a colleague pointed me out to years ago.  One of the reasons for including it is I typically come at this from an economic point of view, and this is a sociologic point of view.  So if you're struggling with sort of my viewpoint on the world which is through an economic lens, this might be a useful paper coming at it through a sociologic lens.

So we have about 10 minutes left.  So Jean, I hope if there's any questions, so for those of you not familiar, and Heidi can cue in here to help people understand how to use the chat if there's questions.  So there should be, you should have a little panel on your screen.  You should be able to type in questions.  We still have, we now have 300 people on the line, so there's no way that we can open it up for questions verbally.  I'm very sorry.

Heidi:  But yeah, like I'll probably.  Yeah, there's a dashboard on your right.  If that's collapsed against the side of your monitor, just click on that orange arrow in the upper right-hand corner of your screen.  There's a questions portion in there.  Just type your questions in.  Jean is going through those questions and we'll be asking those on the call for us.

Todd:  You bet.

Jean:  And there are a couple of questions.  If anyone has any questions they want to ask, please type in your questions and I can read them off for Todd.  So the first question asked is the error term different for random error or the residuals?

Todd:  And so one of the challenges that we typically face is sometimes, if I was in person I'd be able to push a little bit farther on the question.  So I'm not sure I fully, can you repeat that for me?

Jean:  Is the error term different from the residuals?

Todd:  Ah, so residual and error are the same term.  So that's a great question.  So thank you.  And when we work with linear regression or whatever models we have, we can predict the relationship and then you have this residual term which is you can think of that as your error term.

Jean:  Ok, next question asked.  How does the distribution of the independent variables affect the choice of estimator?

Todd:  How does the distribution of your independent, typically your distribution of your dependent variables affects your choice of estimator.  So, for example, if you're particularly interested in mortality, you might say well, that's a binary outcome.  So you might be interested in the logit or probit model.  You can also analyze it with a linear model, although if you get into predictions with the linear model, you can predict outside the bounds of the zero and one.  So people typically use logit or probits.  There are models for, you might have a theoretical framework for how the right-hand-side variables relate, and the one that I gave you was the Cobb-Douglas, this sort of law relationship between inputs and outputs.  But beyond theory, I'm struggling.  Jean, can you think of any models that are specific and define a functional form on the right-hand side that's nonlinear or linear in transformation?

Jean:  No, I agree with you that the choice of estimator depends upon largely the dependent variable, and there is a lecture in the future that deals with modeling right-hand-side variables.  So whether you create categories or you use linear variables, those right-hand-side variables.  Don't have the date in front of me, but it is coming up in the future.

Todd:  That's right.  Great memory on that.  So that's Ciaran Phibbs talking about the functional form on your right-hand-side variables.

Jean:  So there's a bunch more questions coming in.  Ok, so the next question asked.  What typical packages are available for VAU?

Todd:  Great!  So most of the people now are moving up to the Vinci platform for statistical.  Vinci is the VA cloud-based platform for doing data analysis, and it allows people to access the corporate data warehouse, sort of our giant server in the sky.  My understanding is you can access SAS or Stata on that.  There's different interfaces for those, but that's, I typically, it's just because I train on data, I typically use Stata.

Heidi:  Ok, another question asked.  If we are not that familiar with the concepts mentioned in the lecture, how to catch up?

Todd:  So that's a great question.  If there's particular concepts, one is you can reach back to us about further reading.  The Kennedy Guidebook, or the Kennedy book that I had the citation for, is particularly good about trying to and sort of the intro to econometrics.  I will say, though, that since we started teaching this, the web has flourished, and so if you reach out to us we can also point you to different readings or guide on the web.  If you're struggling with even what the term endogeneity is, there is this learned journal out there called Wikipedia that actually works out pretty well for a lot of these terms, and they have a lot of citations and you can go forth and delve into that.  So quite quickly you can become a pretty advanced searcher on the web to figure out how these things relate.  What you will struggle with, though, is this world of terminology, and so you'll see some people use the terms multivariate exclusively and other people use the terms multivariable, and you'll just have to figure out how those relate.  And if you struggle with that you can always contact us.

Jean:  Ok.  Let's see, another question asked is the rational actor assumption still the basis of economics?  Is there a burden of economics that uses an assumption of an irrational actor?

Todd:  Ok.  Yeah, that's true.  So the rational actor model still is the basis for most econometric models that we do.  There's two answers to your second question, which is, you know, what kind of problems do you engender when you think of irrational actor.  One is that rational actors, not everybody acts rationally.  But the data typically behave in most cases pretty rational.  So while it's not always true, we generally see that as costs go up, people consume less of the sort of a nonluxury good.  And so while there may be some times where people don't act rationally, generally speaking that works out pretty well.  Now the field of behavioral economics is an area where people are very interested in sort of pushing the boundaries.  This has, sort of took off from [inaudible].  Say I'm going to work in decision making but realize things like losses are more important than gains, and you end up with prospect theory.  And so behavioral economics has tried to push the boundaries of saying, for example, that a dollar increase in healthcare costs could be very different if it's a deductible or copayments, for example.  So kind of some recent work in that area.  So, and it's true that what your results might be is coming back very irrational, and so, you know, the behavioral economic stuff has been fantastic.

Jean:  Ok.

Todd:  Jean, do you have anything to add there?  Feel free to chime in, too.

Jean:  No.  I think that was a pretty complete answer.

Todd:  Thanks.

Jean:  So another question asked.  Can you please repeat again what is a lagged variable and how it violates endogeneity?

Todd:  Ah, ok.  So the dependent, if you're following people over time.  Let's say you have a panel data model or you're following yourself over time, and so maybe even just think about yourself.  So if we're interested in your behavior today and we included that model, what you did yesterday, that's a lagged dependent variable.  So the dependent variable is what you're doing today, and your lag is what you did yesterday.  And as I said, where today you're working and in your right-hand side I said yesterday you worked.  It's going to be a very high predictor of what you did today.  In fact, it's going to be so strongly correlated it's going to bias almost all the other parameters in your model, and it's going to cause huge amount of problems for your estimator.

Jean:  Ok.  Let's see.  Another question asked.  Can you comment on using econometric approaches on encounter level DHR data where there might be differences in the number of observations that exist at the individual level?  How does one decide the time unit when treating this like longitudinal data considering that encounter data might exist at a day level?

Todd:  Wow!  That is, I am not sure I'm going to be able to answer that with justice because there's a lot of things packed into there.  I will try to give you an example.  So there's, you're typically, it sounds like with repeated observations of individuals over time you're going to be in this world of panel data models.  Now panel data models are, they work really well, and that's the Wooldridge book that I talked about.  They specify very well sometimes you observe somebody in a time period and sometimes you don't.  And you can end up with things like fixed effect and random effects.  We have a class that, Jo Jacobs is going to be talking about that.  And so that works out pretty well in those cases.  When you're working in cost data, it's very easy to think about, ok, so what's, we're interested in tracking people's costs over time.  What you typically end up doing is building up what's known as segments, and so you'd say what's the total cost or their sum of cost in this month compared to the next month, and so you'd build up their monthly cost estimates.  And there might be months where you don't observe somebody or they have zero costs in that month.  And the panel data models tend to handle it pretty well.  If there's more specifics or if you have a specific question about a specific dependent variable, probably have to take it offline.  But I fear that I didn't do that one justice.

Jean:  Yeah, I would just add that, you know, in any kind of biometrics or econometric analysis, you know, it's important to figure out conceptually what your dependent variable is.  And so often times you're not just counting VA records, you're trying to create some sort of meaningful measure like number of ED visits over a six-month period in that, so that you would then create an aggregate measure from all the various VA records of that person.  

Ok.  So another question asks data that has identically distributed error terms, homoscedastic, would have a nonlinear relationship?

Todd:  It's possible.  So I, we'll probably, there's probably going to be more questions.  I apologize to those of you who we didn't answer the question.  What we typically try to do is you wrote in questions and you asked to go because I recognize we're right at the top of the hour is we typically try to write up the answers and send them out to the attendees as best we can in as timely a fashion depending on how many we get.  But it's possible that you would have homoscedastic errors and nonlinear relationships.  There's a lot of potential that hard for me to think off the top of my head of one that would be one, but the Cobb-Douglas is a model that works pretty well in sort of production theory where you can have a nonlinear relationship but also homoscedastic errors.

Jean:  Ok.  You want to answer questions?  It's noon.

Todd:  I think we should probably let people go at this point, and so I do want to respect the top of the hour, and then we'll try to get back to people with their questions.  And like I said, so we have these other classes coming up, so we encourage people to come to as many as they want to.  There's no requirement that they come to all of them obviously, but it's up to you, and then we have this on our website is the order and the timing.  So that's great.  Thank you again, everybody!  I wish I could see your faces.  I wish I could have a chance to chat with you after class and get a better sense of your research questions.  And with that, thank you for coming!

