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Dr. Christine Chee:  I am Christine Pal Chee and I'm an economist at HERC.  I also have on the line Jean Yoon, who is another economist at HERC.  She'll be helping to take questions today's session.  As Heidi mentioned, today we will be covering natural experiments and difference-in-differences and how we might use that to estimate causal treatment effects.  

To start off, I will briefly discuss causal effects and randomized controlled trials in order to provide motivation for the two topics that we'll be discussing today, and then we'll jump into our discussion of natural experiments and the difference-in-differences estimator of causal effects.  But before we do that, it would actually be really helpful to get a sense of the group's background on the two topics.  The first topic is natural experiments.  It would be great if you could let us know your familiarity with natural experiments.  You can select the first option if you're very familiar with natural experiments, the second if you have a working understanding of what natural experiments are, and the third if you're new to the concept of natural experiments.

Heidi:  And responses are coming in.  I'll give everyone just, they're still coming in, so I'm going to give everyone just a few more moments to respond and then we'll close it out and go through the answers.  And it looks like we've come to a stop.  So what we're seeing is 15% of the audience saying that they are very familiar with the concept of natural experiments, 49% feel they have a working understanding of what natural experiments are, and 36% are new to the concept of natural experiments.  Thank you, everyone.

Dr. Christine Chee:  Thanks, Heidi.  So it looks like actually most of the group is fairly or relatively new to natural experiments, which is great because the purpose of discussion is actually to give an overview or broad understanding of these.  The second thing I wanted to ask about is difference-in-differences.  If you could also let us know about your familiarity with difference-in-differences, you can select the first option if you're very familiar with difference-in-differences; the second if you have a working knowledge or working understanding of difference-in-differences, maybe you've seen it in a paper before; and the third option if you're new to difference-in-differences.

Heidi:  And again I'll give everyone just a few more moments to respond before we close the poll question out here.  And it looks like we have slowed down.  So what we are seeing here is 12% of the audience says they are very familiar with difference-in-differences, 45% have a working knowledge of difference-in-differences, and 43% are new to difference-in-differences.  Thank you, everyone.

Dr. Christine Chee:  Thank you, Heidi.  So the objectives for today's cyber course, actually the first objective for today's cyber course is to provide an overview of natural experiments, and I think this has probably hit the background of the audience pretty well.  Most people are relatively new to it, but for those of you who have seen it before, hopefully just hearing about it or seeing it in a different context will actually help you, will deepen your understanding of it.  When we go over natural experiments, first I'll provide some motivation for why [inaudible 3:49 to 4:51] 

...in the lecture, HERC econometrics series a few weeks ago, we talked about research design, and there we highlighted the fact that many questions in health services research aimed to estimate causal effects.  Some questions that we had talked about were does the adoption of electronic medical records reduce healthcare costs or improve quality of care?  Or did the transition to Patient Aligned Care Teams, basically the VA medical home model improve quality of care and health outcomes?  Or what effects will the Affordable Care Act have on the demand for VHA services?  

We also discussed how these questions are ideally studied through randomized controlled trials.  In the context of a randomized controlled trial, we can ask what is the effect of treatment on outcomes, and we can estimate the effect using a regression model that might look something like this.  Here are our dependent variables, whatever outcome we're interested in, and the main explanatory variable or right-hand side variable is treatment, whether someone received treatment or not.  

In that lecture, we talked about how the regression model is basically a conceptual model that tells us how our dependent variable is determined.  Here we're saying that the main determinant of our outcome variable is treatment.  Anything else that might affect or might determine our outcome variables will be included in the error term [inaudible 6:23] term here.  The error here will include all other factors that affected the outcome variables that we did not specifically include in our regression model.  These things might include things like age, gender, pre-existing conditions, income, education, and so on.  

Now in a randomized controlled trial, treatment is randomly assigned.  Because treatment is randomly assigned, treatment is exogenous.  That means that conditional on treatment, conditional on whether or not someone received treatment, the expected effect of all of those factors that might be included in our error term is zero.  This implies that the error term, all of those factors, and treatment, whether or not someone received treatment, is uncorrelated.  If they're uncorrelated, then our estimate, our regression estimate, beta one hat, will actually give us an unbiased estimate of the average effect of treatment or the average treatment effect.  Now a treatment is not exogenous if it's endogenous in the terms that we had used earlier.  Then actually our estimate will be biased.  We will not be estimating the true causal treatment effect.  

So this is great.  Right?  We can use our randomized controlled trials to estimate the causal effect of treatment; we can just randomly assign treatment.  Now, unfortunately, this is not always feasible, ethical, or practical.  We know that we can't just go out and hand someone a randomized controlled trial on whatever treatment we're interested in.  But thinking about randomization and randomized controlled trials actually provides a useful conceptual benchmark or a gold standard in terms of research design for observational studies.  

And it's also helpful when thinking about natural experiments, which actually mimic the conditions in a randomized controlled trial.  But what is a natural experiment?  A natural experiment occurs when external circumstances produce what appears to be randomization.  These external circumstances can include things like legal institutions, geography, the timing of policies or programs, even natural randomness in weather or birth dates or any other factors that might be unrelated to the causal effect of interest.  

In natural experiments, variation in individual circumstances make it appear as if treatment is randomly assigned.  So here we don't have a scientist randomly assigning treatment, but we have someone's individual circumstances, say perhaps when they lived or when their birth date is or where they live.  These individual circumstances make it appear as if treatment is randomly assigned.  Now if that is the case, we have exogenous variation in treatment.  The variation in treatment, whether someone received treatment or not, is unrelated to other factors that might determine the outcome variable of interest, and this will allow us to estimate causal treatment effects in context for endogeneity would bias our estimate.

So we'll look at a few examples of natural experiments now.  First, let's say we're interested in answering the following question.  What are the returns to physician human capital?  In other words, if a patient goes to see a more highly skilled or better trained physician, are his or her outcomes better?  Now the issue here is that patients choose their physicians or maybe physician choose their patients.  We have patient selection.  And in particular, we might have that sicker patients see more highly skilled doctors, and because of that, we cannot simply compare outcomes across highly skilled and less skilled physicians.  If we did that, our estimate of the effect of more skill or more human capital will likely be biased.  

Doyle, Ewer, and Wagner acknowledged this in trying to answer this question, and they actually make use of a natural experiment that happened at a VA hospital.  And the unique thing about this VA Hospital was that it was affiliated with two different medical schools, and these two medical schools and their residency programs varied substantially in terms of their rankings.  One was a top tier school and the other was not.  The other unique thing about this, the hospital, is that the clinical teams from these two programs operated independently.  The two teams were very separate and they had their own instructors and they operated in their own way, and there was very, actually little overall.

Finally, the third unique thing about this hospital was that patients were admitted, were randomly assigned, actually I shouldn't say randomly assigned.  They were just assigned to clinical teams based on the last digit of their Social Security number.  So if patients had an odd Social Security Number, they were assigned to a clinical team from one of the schools.  If they had an even Social Security Number, they were assigned to a team from the other medical school.

So here, actually, the authors argue that there is 'as if' randomization to patients to clinical teams.  It was as if patients were randomly assigned to either teams with perhaps higher human capital and to teams with perhaps lower human capital.  If that is the case, then we actually have exogenous variation in human capital.  Variation in human capital here would be unrelated to patient characteristics.  The authors used this natural experiment to answer this question.

In the second example, let's say we're interested in the effect of increasing Medicaid payments for primary care.  If we were to increase Medicaid payments for primary care, would it increase primary care visits and reduce hospital and ED use?  Would it perhaps save costs because patients are now being seen in primary care rather than in hospitals?  Gruber, Adams, and Newhouse answer this question, and they make use of a natural experiment in 1986 where Tennessee increased its Medicaid payments for primary care services.  And a neighboring state, Georgia, had a very similar Medicaid reimbursement system, but there were no other changes in the structure of payment incentives in either state during the study period.  

So here we had one state increase its Medicaid payments; a nearby and very similar state with a similar Medicaid reimbursement system did not.  And the authors also argue that there were no other changes that affected payment incentives in either of the states in the study period.  So the only thing that changed in Tennessee was that it increased its payments for primary care visits.  They argue that this is an exogenous increase in Medicaid payments for primary care.  I will actually come back, return to talk more about this particular paper and example.

A third, let's say we wanted to understand what is the effect of intensive treatment for acute myocardial infarction?  So heart attack basically.  Does more intensive treatment of heart attack in the elderly reduce mortality?  Now these procedures don't [xxxx 14:50] receive treatment, don't come without risk.  So we want to know if we do them, do they actually save lives.  McClellan, McNeil, and Newhouse actually make use of a natural experiment that's based on the following phenomenon.  They argue that patients who've lived closer to hospitals that have the capacity to [inaudible 15:14 to 15:46] 

... of a natural experiment.  You have natural variation in where people live, believe that that is unrelated to other characteristics that might affect a person's mortality. 

In each of these three cases, the authors argue that they have exogenous variation in treatment.  Now if that is true, if they do have exogenous variation in treatment, then their regression estimate of beta one, so beta one hat, will be unbiased.  They will actually estimate the true causal treatment effect.  So you would think here that this as if randomization assumption is crucial to the identification of causal treatment effects.  

To evaluate the validity of this as if randomization assumption, we can do a few things.  First we can check for differences between the treatment and control groups, and that is because if we believe that treatment is as if randomly assigned, then they should not be, whether or not someone receives treatment should not be correlated with any other characteristics.  So we should not find or see any of the variable difference between control and treatment groups.  However, this is actually not sufficient to validate the as if randomization assumption.  What is also important and necessary is that we use contextual knowledge and judgment to assess whether the as if randomization assumption is reasonable.  

In each of the three examples that I had just discussed, the authors actually spend a lot of time arguing or providing evidence for the fact that they do have a natural experiment, that treatment, so whether you see, whether you're assigned to a team in one medical school or another, whether you're in a state that has the increase in Medicaid payments or whether you receive intensive heart attack treatments, that is as if randomly assigned in each of those three contexts.

Now returning to the topic of natural experiments, I wanted to mention one other thing.  There are actually two types of natural experiments.  In the first, variation in individual circumstances caused treatment to be as if randomly assigned.  The first two examples that I had discussed actually fall into this category.  So whether or not your Social Security number was odd or even or whether or not you lived in Tennessee instead of Georgia in the time period after, or whether you saw a doctor actually in Tennessee rather than in Georgia in the time period after the policy change, actually those things determine, perfectly determine whether or not someone received treatments.  In those cases, you can actually use OLS, so you can use linear regression to estimate the causal treatment effects. 

In the second type of natural experiment, variation in individual circumstances only partially determines treatment.  This is the third example where the distance actually did not perfectly determine whether or not someone received intensive heart attack treatment.  It just was the case that if you happened to live closer to a hospital that was able to perform one of these procedures you were more likely to receive the procedure.  And now in this case we would actually use instrumental variables regression to estimate the causal treatment effect.  

We'll talk more about this in the instrumental variables regression lecture next week on March 8th, but today we will focus on the first case where variation in individual circumstances caused treatment to be as if randomly assigned.  And specifically we'll talk about using the difference-in-differences estimator to estimate the average treatment effect.

So how do we estimate the causal treatment effect in natural experiments where variation in individual circumstances perfectly determined treatment?  Well, one option is to compare pre- and post-treatment outcomes in the treatment group.  Here we could use panel data, repeated cross-sectional data.  We would observe people in the treatment group over time in a pre and a post period.  And we could estimate a regression model that looks something like this.  Our right, our left-hand side variable or dependent variables, whatever outcome we're interested in, and the main explanatory variable here is a variable post, which is equal to one.  If that observation or that person were observed after the treatment date, and zero if that person were observed before the treatment date.  

Now the issue here, the issue in doing this sort of comparison, is that if other [inaudible 20:55 to 20:58] that affect the outcome or treatment changed during the study period, our estimate of the treatment effect will be biased.  Our estimate, beta one hat, will capture the effect of one of these other factors that also changed.

Another option is to compare the post-treatment outcomes between treatment and control groups.  So here we can observe everyone after treatment, and we have two groups, people who received treatment and people who don't.  We can estimate the following regression model.  Here we have, again, our dependent variables or outcome variable of interest, and here the main explanatory variable is a variable that indicates whether someone is in the treatment group or in the control group.  So essentially we're just comparing treatment and control groups.  

Now the issue with doing this is that if there are any differences between the two groups that are unrelated to whether or not they received treatment, if there are just existing differences between the two groups, then our estimate of the treatment effect, beta one hat, will also be biased.  And that's because we're also going to be capturing other differences between the two groups, other differences unrelated to whether or not they received treatments.  

The issue, so both of these methods actually have shortcomings, and this is where the difference-in-differences estimator comes in.  In difference-in-differences, what we do is we compare the change in the pre- and the post-treatment outcomes across the pre and the treatment group.  The regression model for difference-in-differences will usually have this basic structure.  We have our outcome variable of interest on the left-hand side.  This is our dependent variable.  And we have a variable, a binary variable, that indicates whether someone is in the treatment group or in the control group, and we also have a binary variable that indicates whether that observation is in the post period or in the pre period, and then third we actually have this interaction term between whether or not someone was in the treatment group and whether or not that observation is in the post period.

Here, beta three hat is our regression estimate of beta three.  Beta three hat will actually give us the average change in outcomes for those in the treatment group, the change in outcomes over time and the difference between post and pre in the treatment group minus the average change in the outcome for those in the control group.  This will actually give us the average treatment effect in the population that we're studying.  So we'll see, we'll take another look at the difference-in-differences equation to see why beta three hat is called the difference-in-differences estimator.  So to simplify notation, I replaced outcome with Y here, so Y stands for outcome, and TX here stands for treatment.  That's just so that the equation is a little bit shorter and can fit on the slide.

And now let's think about the expected outcome would be for the control group in the pre period.  So here we're going to condition on treatment being equal to zero and post being equal to zero.  If we were to set those two variables equal to zero, the expected value of our outcome variable is actually beta not.  Now let's look at the control group in the post period, so here we're going to set treatment equal to zero, the control group, and post equal to one for the post period.  The expected value, conditional on those two variables being set to those values, is actually beta not plus beta two.  The difference here, if we look at the difference, this is the difference in the control group across the two periods.  The difference here, we can call D not, is actually beta two.  This is the change, the expected or the average change in the outcome in the control group.  

Now we can look at the treatment group.  Here we're going to condition on the treatment variable equal to one.  That indicates if a person is in our treatment group.  And post equal to zero, so this is our pre period.  In the pre period, we expect our outcome variable, the expected value of the outcome variable is beta not plus beta one.  In the post period for the treatment group, the expected value of our outcome variable is beta not plus beta one plus beta two plus beta three.  Now we can look at the change in the outcomes over time or across treatment in this treatment group.  That difference we can call D one, and that difference is actually beta two plus beta three.  And now, so here we have two differences.  

Now we can take the difference-in-differences, we can subtract the two differences, so first we look at the change in the outcome variables in the treatment group, that's D one is equal to beta two plus beta three, and we can subtract the change in outcomes in the control group, that's D not, which is equal to beta two.  Here we can see that beta two is actually the common change in outcomes from pre- and post-treatment periods off the two groups.  And the difference is actually beta three.  This is why that beta three or beta three hat is called the difference-in-differences estimator.  It's because it is the difference between two differences.  

We can, to take another look at how difference-in-differences works, we can look at this another way.  We can actually plot out an example of what outcomes might look like for these two groups and across these two time periods.  And actually for simplicity, we're just going to look at two time periods.  Let's say we'll look at T one, which is the pre-treatment period, and T two, which is the post-treatment period.  And here the outcomes can vary in its level.  Here what I've done is I've just plotted out examples of what the average outcome might look like, for what the average outcome might be actually for each of these groups, in each of these time periods.  

So first we'll start off with Point A.  Point A represents the average outcome for the control group in the pre period.  So this is where the control group starts off basically before any treatment happens.  Point B is the average outcome for the control group in the post-treatment period.  So we can see here that the outcome actually increased or changed from Point A to Point B for the control group.  Now let's look at Point C.  Point C is the average outcome for the treatment group in the pre period.  So this is where the treatment group starts off at level C, or at Point C.  Point D is the average outcome in the treatment group in the post period.  We can see here that the outcome actually changed in the treatment group from Point C to Point D, there was an even larger increase in the outcome over time in the treatment group.

Now, I plot Point E.  Point E actually here is the average outcome in the treatment group in the post period absent treatment.  Now where does that come from?  Absent treatment because the treatment group, by definition, received treatment.  So you'll see here that the dotted line connecting Point C and Point E is actually parallel to the line connecting Points A and B.  Here, Point E represents what would have happened in the treatment group had the change in outcomes in the treatment group been exactly the same as the change in outcomes in the control group.  And what we could argue is we could perhaps argue that this is what would have happened in the treatment group in the absence of treatment.  

So here we're actually going to assume that in the absence of treatment what happened in the control group, so here in the control group we have an increase from Point A to Point B, this might be due to seasonal affects, time trends, or maybe changes in other factors that affect our outcome variable of interest, but they are not due to receiving treatment.  They're due to some other factor.  We might believe that these other factors would also affect the treatment group, the seasonal factors or time trends.  These would also affect the treatment group.  So here we can say what would have happened in the treatment group is what actually did happen in the control group.  This actually, and by doing that actually, we can say that the treatment affect, beta three, is the difference between Point D and Point E.  It's actually not the difference between Point D and Point C with the treatment group.  We actually subtract out what would have happened in the absence of treatment.  

And this actually highlights a main assumption of difference-in-differences, and it's that there are common trends in the absence of treatment.  What would have happened in the treatment group had the treatment group not received treatment is what would, what actually did happen in the control group.  There are common trends.  There would have been common trends in the two groups.

This assumption is actually really important.  Again, the assumption is that trends in the outcome would be the same in both treatment and control groups in the absence of treatment.  And this assumption is very important because as we just saw, difference-in-differences estimates the deviation which we attribute to treatment, the deviation from the common trend.  

Now this assumption is actually impossible to test because we will never be able to know what would happen in the treatment group had treatment not happened.  We can't go back in time and say for this group let's just not have them receive treatment and see what happens.  So it's impossible to actually confirm this assumption of common trends.  So what can we do?  [inaudible 32:05 to 32:09] one thing people will commonly do and that's actually check pre-treatment trends.  So we observe both groups in the pre-treatment period, and what people can do is actually look at trends in the pre-treatment period.  Now if the trends are actually similar, then we might have more reason to believe that trends would also be similar post-treatment.  But doing this or showing this is actually not sufficient.  What we also need is contextual knowledge to argue that this assumption is reasonable.  

And we'll talk a little bit more about what this assumption looks like.  But for now, let's talk about, to solidify all of this, let's talk about an example that uses difference-in-differences, and we'll return to example number two that we had gone over earlier.  The question there was does increasing Medicaid payments for primary care increase primary care visits and reduce hospital and emergency department use?  So the motivation or the idea behind this is that if we can pay more for primary care visits, perhaps more patients will be seen in primary care and fewer will be seen in the hospital.  So there may be some offsetting reduction in Medicaid costs because hospital use is expensive, or hospital care is expensive.  

Gruber, Adams, and Newhouse seek to answer this question in the context of a natural experiment in 1986 in Tennessee.  So I had mentioned that Tennessee had increased their Medicaid payments for primary care visits in 1986.  The nearby state, Georgia, did not.  So the authors will actually use Georgia as a control group.  So in the context or in the framework of difference-in-differences, the treatment group will be Tennessee Medicaid enrollees or patients, and the post period will be all points in time starting from 1986 onward.  This is after the Medicaid payments changed.  

And now let's look at what the difference-in-differences estimator gives us.  Here, this table actually reports the share of patients receiving care in each of these settings, or actually the share of patients with each of these settings as their dominant site of care.  So we can see here in Tennessee, in the first row, first column, about 26% of patients had their dominant site of care the physician offices.  After the policy changed, about 29% of patients had physician offices be their dominant site of care.  So we actually observed an increase of about 3.5 percentage points in the share of patients who are predominantly seen in a physician's office.  So this is the change that happened after the policy changed.  

Now can we say that the policy change increasing Medicaid payments for physician visits or primary care visits in Tennessee increased the share of patients who were seen in physician's offices by 3.5 percentage points?  The answer is not necessarily, because there could be other factors changing over time that might also affect where a patient received his or her care.  Perhaps there is an influx or an increase in primary care providers in Tennessee.  Perhaps there is some national campaign that is encouraging people to get preventative care services so people are just going to see their primary care providers.  So this difference may not necessarily capture the true or an unbiased treatment effect of the policy change, and this is where Georgia comes in.  We can use Georgia as the control group and look at what happened in Georgia over the same time period.  We see here that Georgia, before the policy change, had about 35% of their patients predominantly received their care in physician's offices.  After the policy changed, about 30, or after the policy changed in Tennessee I should say, about 33.5% of patients received their care in physician's offices.  So we see in Georgia that there was actually a decrease of about two percentage points in the share of patients receiving care in physician offices.  

Now if we believe that Georgia is the appropriate control group and that we have common trends, we can actually take the difference-in-differences here, so this would be the 3.5 percentage points, minus the negative two percentage points.  Here we actually say that we can see here the difference-in-differences is actually an increase of 5.5 percentage points.  So the increase in Medicaid payments for primary care visits in Tennessee increased the share of patients predominantly receiving their care in physician's offices by 5.5 percentage points.  This is about a 20% increase in patients going to see their, going to receive care in a physician's office.

We looked at changes in clinic use.  We actually see a reduction of 4.1 percentage points.  There's about a 20% decrease.  And now let's look at hospital use, hospital outpatient department use actually does not look like it changed in Tennessee as a result of this policy.  The same is true for emergency room use.  So it looks like this policy, this increase in primary care, payments for primary care visits increased the share of patients going to see, going to receive care in physician's offices, but that increase was due to a decrease in the share of patients receiving care from clinics, so there was a shifting from clinics to physician's offices.  But there was no change in hospital use.  So if we were interested in also decreasing hospital use, it looks like this policy did not have that effect.

Now under what, what must be true for us to believe that these estimates of the affect of this policy change are unbiased?  What must be true for us to say that the policy change in Tennessee, that the increase of payments in Tennessee increased the share of patients mainly receiving their care in physician's offices by 5.5 percentage points or 21%?  So we have another poll here about what the underlying assumptions are in the difference-in-differences analysis here.  What must be true for us to estimate and unbiased causal treatment effect of the policy change?  Heidi has another poll here that can come up, and I'll, before Heidi...

Heidi:  Christine, why don't...

Dr. Christine Chee:  Yes?

Heidi:  Why don't we walk through this here so that people can read it on the screen before I bring the poll up because once I bring the poll up, they're not going to see a lot of the wording here.

Dr. Christine Chee:  Ok.  So what are the underlying assumptions in difference-in-differences in this context or in this analysis?  What must be true for us estimate an unbiased treatment effect?  And here you can select all that apply.  A, does it need to be case that Tennessee and Georgia are similar; B, does it need to be the case that there were no other changes besides the change in the fee policy that affects the variables of interest in Tennessee relative to Georgia, and the variables of interest there where patients received most of their care; C, does it need to be the case that what would have happened to the variables of interest in Tennessee had the fee policy not been changed is what actually happened in Georgia.  So there are three options.  So what assumptions must be true for an unbiased estimate of the treatment effect?

Heidi:  So responses are coming in.  You did a great job of explaining those.  So I'll give everyone just a few more moments and we'll go through what people are thinking here.  Give everyone just a few more moments and we'll close it out here.  Looks like we're slowing down.  Ok, I'm going to close it out.  And we are seeing here 63% saying option A, 79% saying option B, and 61% option C.  Thank you, everyone.

Dr. Christine Chee:  Thanks, Heidi.  So let's talk through these different options.  The first one, Tennessee and Georgia are similar.  Must it be the case that Tennessee and Georgia are similar?  Actually, it does not necessarily need to be the case that Tennessee and Georgia are similar.  We actually saw in the previous slide, let me go back here.  If you look in the pre period, Tennessee and Georgia were actually pretty different in the share of patients receiving care in each of these settings.  For example, about 26% of patients received most of their care in physician's offices in Tennessee.  In Georgia, it was about 35%.  If you look at the clinic use, it's about 20% versus 8%, so that there are some differences in Tennessee and Georgia.  And difference-in-differences does allow for some of these differences.  It does allow for differences in the outcome variables of interest.  

Now what is specifically the case, so this was actually a tricky one.  I threw a little curve ball in here.  There are some things that need to be true or need to be similar about Tennessee and Georgia.  And it's specifically B, that there were no other changes besides the change in fee policy that affects the variables of interest in Tennessee relative to Georgia.  So that means the only thing changing that might affect where patients are receiving their care in Tennessee relative to Georgia is that change in fee policy.  Nothing else was changing in those two states that might affect where patients are receiving their care.  This is actually just a re-statement of the exogeneity assumption.  Here we are assuming in difference-in-differences we must have exogenous variation in treatment.  So here it must be that that change in the policy in Tennessee is exogenous.  It is not correlated with anything else that might be changing that affects the outcome variable of interest.

C actually also needs to be true.  And this is actually the tricky thing.  It's a little bit similar to option A, but it's more nuanced and it's more specific actually.  It's that what would have happened to the variables of interest in Tennessee had the fee policy not been changed is what actually happened in Georgia.  So this is how they need to be similar.  They need to be similar in their trends in the outcome variables of interest.  So the way that patients might be changing, where they receive their care needs to be similar in Georgia and Tennessee over this time period.  It's just that the only thing that's changing is this fee change in Tennessee so we can say that any differences we observe in the outcome variable is actually due to this policy change in Tennessee.  So this is specifically what needs to be similar is that there are common trends.  The trends need to be the same.  So C is actually a re-statement of the common trends assumption.

Before I close, I wanted to make a few other remarks about difference-in-differences.  First I wanted to talk about the limitations.  So there are limitations.  The main limitations of estimating causal effects in natural experiments, so this is regardless of whether we use difference-in-differences or, say, instrumental variables regression, which we'll talk about next week, but just using natural experiments in general to estimate causal treatment effects.  

The first limitation is that we might be limited in the generalizability of our results.  We may not be able to generalize the context other than the one studied.  So, for example, in the paper that we had just discussed, we might not be able to generalize those findings to another context.  So let's say California today, in 2017, is considering increasing the Medicaid payments for primary care visits.  The context in California is very different than the context in Tennessee, and 2017 is very different than 1986.  We may not be able to generalize those findings into a different context.  What happened in Tennessee in 1986 may not be what happens in California in 2017.

A second limitation of estimating causal effects in natural experiments is that the mechanism for the treatment effect is often unknown.  In this case, we're evaluating just what happened.  So there was this change due to a natural experiment, and then we just observed what happens in the end.  So we observe the overall change in primary care visits, for example, or the share of patients mainly receiving their care in the doctor's office.  But we actually can't say much about why.  We don't really know why there was this change in visits to physician's offices but no change in hospital use.  We don't really, we aren't really able to tease out the mechanism or understand the mechanism here.  And this is actually where theory is very valuable.  It's oftentimes very powerful and very useful to marry theory with natural experiments or in the context of natural experiments because they might allow us to better understand the mechanism for the effects that we observe.

And finally, this is worth noting, when using repeated cross-sectional or panel data in difference-in-differences, the estimated standard errors must actually account for serial correlation.  Otherwise, if you don't account for serial correlations, your standard errors will not be correct, so you won't be able to do correct hypothesis tests.  For more information, I listed this article or this paper.  

So to wrap up, natural experiments are situations where external circumstances produce what appears to be randomization.  We have as if treatment is randomly assigned.  And with this, we have treatment exogenous or exogenous treatment which allows us to estimate an unbiased causal treatment effect.  Difference-in-differences is one method of estimating causal treatment effects in natural experiments.  Now in order to estimate an unbiased causal treatment effect, we need two things.  We need exogenous or as if random variation in treatment, and we need common underlying trends between the control and treatment groups.  If we have these two things, difference-in-differences will estimate the average treatment effect.

And this wraps up the formal portion of our session on Natural Experiments and Difference-in-Differences, and I think we have close to 10 minutes or eight minutes for questions.  So if anyone has any questions about any of this, please send them in.  We have some time to take a few.

Dr. Jean Yoon:  We do have a few questions that have come in already.  If you have questions, please go to the Q&A panel, type it in, and then I can read it off for Christine.  So the first question asks based on slide 18, can we conclude that the size of the effects of the intervention is equivalent to beta three?

Dr. Christine Chee:  Can you repeat that again, Jean?

Dr. Jean Yoon:  Yes.  Can we conclude that the size of the effect of the intervention is equivalent to beta three?

Dr. Christine Chee:  Yes.  So that is exactly the definition of beta three.  Beta three gives us the effect of the intervention or the treatment.

Dr. Jean Yoon:  Great.  Next question asks can the presenter comment on using difference-in-difference with multiple time periods?  An example would be..., go ahead.

Dr. Christine Chee:  Go ahead, Jean.  You can finish.

Dr. Jean Yoon:  Example would be to test how policy change of the drug prescription rate at years before and after a policy.  I believe he's suggesting maybe there's a policy change for drug prescribing and suggesting you look at years before and after the policy.  And then the last part of the question is how is this approach different from two-piece growth curve or multi-level modeling that has random intercept in random slopes to compare to actual change in slope?

Dr. Christine Chee:  So let me answer the first question first.  Can we use multiple time periods?  The answer is yes, and ideally we would actually.  So you can do difference-in-differences with just two time periods, just the pre and post, but it actually is beneficial to use more time periods than that.  You can have multiple pre periods and you can have multiple post periods.  So the answer to that is yes.  And the second question, Jean, could you repeat the second part?

Dr. Jean Yoon:  Yeah, I think the second part is basically how is this approach different from two-piece growth curve or multi-level modeling that has random intercepts in random spokes?

Dr. Christine Chee:  So I'm not familiar with two-piece growth curve analysis, so unfortunately I wouldn't be able to speak to that, and I think the terminology may be similar here with the random, the different intercepts.  So basically what we allow here is a different, you can see here.  We allow for different intercepts.  Right?  So if you were to move Point A and C all the way to the Y axis, we do allow for different intercepts between the control and treatment groups.  And here we are estimating different slopes.  Point A to B, the line connecting Points A and B, have a different slope than the line connecting Point C and D.  And actually what we, the beta three is actually the deviation from that common slope from A to B.  So I'm not sure if that, hopefully that answers some of the question, but this difference-in-differences is estimating different, allowing for different intercepts, so the control and treatment groups to be different basically.

Dr. Jean Yoon:  Ok, great.  The next question asks does difference-in-differences have to be used in combination with a natural experiment?

Dr. Christine Chee:  Not necessarily.  It is one way to estimate treatment effects in natural experiments, but difference-in-differences would be used in a context where you have a control and a treatment group and you have a pre and a post group basically.  You can use difference-in-differences as long as you have those two dimensions.

Dr. Jean Yoon:  Great.  The next question asks because the difference in primary care hospital use, may other affects be different too?  Or must we control for other differences in the population like age and gender?  I think this question refers to your example about this Medicaid study. 

Dr. Christine Chee:   Yes.  Yes, so actually back to the assumptions that the two states are similar, they do need to be similar in that they have common trends and there's nothing else changing the two states that affect the outcome variable of interest.  But in this case actually it is possible for the two states to differ in, let's say, their population or the number of people enrolled in Medicaid or kind of the demographics in the population as long as we don't believe that they would influence how these outcomes change over time.  So that common trend must still be true.  And it is possible for the states to differ in those dimensions, and actually in this analysis the authors do control for some of these pre-existing differences in the states.  So in that case in difference-in-differences, I had showed earlier the basic regression model takes on this form.  You can also include control variables, so in the context of that Medicaid paper, we could also control for, let's say, state population or the share of patients who were white compared to black compared to Hispanic compared to other race and so on.  So we can control for other variables.

Dr. Jean Yoon:  Ok, we do have a bunch of questions in the queue, and we only have about two minutes left.  So I can ask you one more question, and then to the other questioners feel free to contact Christine directly by email to have your question answered.  So the next question asks how common must the common underlying trends be between the control and treatment groups?  How different can the trends be before that assumption is rejected?

Dr. Christine Chee:  That's an interesting question.  Theoretically they need to be common.  They need to be the same.  So what happened to the control group is what would have happened in the treatment group.  Again, I had mentioned that it is impossible to test this assumption because we never observe, and on this side we never observe Point E.  We never know whether the treatment group would have ended up at Point E had it not received treatment.  That's the counter factual we never observe.  What we can do is, one thing I mentioned we can do is we can look at pre-treatment trends.  So let's say we had multiple time periods before T one.  We could look at what the trends in those two groups looked like across time, and you could do a test to see if the float of those two lines are the same.  So you could reject the null that the slope is not, you can reject the null that the slope is the same or not.  That's one option.  But again, I had mentioned that that is not sufficient.  That is one piece of evidence you can use to support the common trends assumption, but you must also argue, you must actually have contextual knowledge or a good reason or a compelling argument for why we should believe the common trends assumption.

Dr. Jean Yoon:  Ok, great.  So we're at the top of the hour.  Do you want to say any final words?

Dr. Christine Chee:  No, so again, as Jean mentioned, if anyone else has questions, please feel free to email me and we can work on those offline, and Jean can also, or Heidi can also forward me the questions that were unanswered and I can try to address those too.

Heidi:  Sounds great.  Christine, thank you so, so much for taking the time to prepare and present for today's session.  We do really very much appreciate it.  Jean, we also appreciate the time that you put in helping us just for today's session.  It is very much appreciated over here.  For the audience, our next session in the series is scheduled for next Wednesday, March 8th, and Christine will be back presenting on instrumental variables.  I know most of you are already registered for this session, but if you are not, I sent out registration information to everyone just a couple hours ago.  Just check your email.  The registration link should be out there.  I'm going to close the meeting out in a moment here, and if you could take a moment and fill out the feedback form, we really to appreciate all of your feedback.  And I want to thank everyone for joining us for today's HSR&D Cyberseminar, and we look forward to seeing you at a future session.  Thank you.

[ END OF AUDIO ]
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