Cyber Seminar Transcript
Date:  February 8, 2017
Series:  HERC Econometrics with Observational Data
Session:  Research Design
Presenter:  Christine Pal Chee, PhD 

This is an unedited transcript of this session.  As such, it may contain omissions or errors due to sound quality or misinterpretation.  For clarification or verification of any points in the transcript, please refer to the audio version posted at http://www.hsrd.research.va.gov/cyberseminars/catalog-archive.cfm


Dr. Christine Pal Chee:  I'm Christine Pal Chee.  I'm one of the economists at HERC.  Also on the line we have Wei Yu, another economist, who will actually be taking, helping us to take questions.  So if you have questions, please send them in, and Wei will cite them for us.  This is the second lecture in the HERC Econometrics lecture series, and the topic of today's lecture is research design.  This is a particularly important issue in health services research because many of the questions we want to answer require us to identify and estimate a causal relationship of some sort.  Questions like does the adoption of electronic medical records reduce healthcare costs or improve quality of care?  Does the transition to Patient Aligned Care Teams, this is the patient-centered medical goal in the VA, does this transition improve quality of care and health outcomes?  Another question could be what effect will the Affordable Care Act have on the demand for VHA services, which is something people in the VA have been very interested in. 

Each of these questions asks about a causal relationship.  And actually, ideally our study is through randomized controlled trials or RCT's.  We'll talk a little bit more about why RCT's are considered the gold standard for answering these types of causal questions, but many people will agree, or it's often the case that randomized controlled trials are not always possible.  The alternative, then, is to use observational data, which we have a lot of in the VA.  So the question, then, is when can regression analysis of observational data answer these questions?  

Now the question to this, sorry, the answer to this question is actually the focus of today's lecture.  But before we begin, I'd actually like to get a sense of the group's familiarity with regression analysis, so we have a poll, and I think Heidi can help us put this up.  Heidi, could we put up the poll right now?

Heidi:  Yup!  I've got it open.  The poll question here is how would you describe your familiarity with regression analysis.  Our options are regression is my middle name, I've run a few regressions and get the gist of it, I took a statistics class many years ago, or what is regression?  We've got about 78% of our audience has responded.  I'll give you guys just a few more seconds, and I'll close things out here.  And it looks like we've stopped, so I'm going to close that out, and what we are seeing is 28% of the audience saying regression is my middle name, 36% saying I've run a few regressions and get the gist of it, 33% I took a statistics class many years ago, and 3% saying what is regression.  Thank you, everyone.

Dr. Christine Pal Chee:  Thanks, Heidi.  Well, it sounds like we have a range of backgrounds and most people, or almost everyone, has some familiarity with regression.  So that's actually great because we'll be able to kind of hit the ground running here.  It's also great that there's such a broad interest in the topic, in this topic, research design, because it's actually really important.  But given the range of backgrounds present today, I think it'll be important to keep in mind that some of what we cover today might be review for others and new, very brand new material for some.  So we'll do our best to keep the material accessible and relevant, but if anyone has any questions, you can just submit them through the platform.  If there are any clarifying questions, Wei will just jump in to ask them, and if not, we'll just save them for the end.  We're going to save a few minutes at the end to take questions.

Now, to get started, the goal of this lecture is to provide a conceptual framework for research design.  To do that, we'll first review the linear regression model, and then we'll define the concept of exogeneity and endogeneity, and finally, we'll discuss the three common forms of endogeneity.  These include omitted variable bias, sample selection, and simultaneous causality.

Now, since the focus of this lecture is to provide a conceptual framework for research design, I'll focus more on the definition and provide examples of each of these forms as well as a very brief overview of some possible solutions for each these forms of endogeneity.

Now, all research begins with a research question.  This is the thing we're dying to know and arguably why we researchers do what we do.  In our context, questions usually look something like this.  What is the effect of some X on some Y?  To start, we'll use the following example.  What is the effect of exercise on health?  In other words, is exercising, say, at all or maybe three times a week, does that improve health?  In order to empirically answer our question, we need data and we also need to construct a regression model.  Here we'll focus on the linear regression model, which Todd covered in the last lecture, but the concept we cover generalizes other models as well.

The standard linear regression looks something like this.  We have Y on the left-hand side.  This is our outcome variable of interest.  X1 is our explanatory variable of interest, and X2 is our control variable.  X2 could also be an additional explanatory variable of interest, and we can actually have many of these.  You can have many explanatory variables of interest or many control variables.  Here, X1 and X2 are used to predict or explain variation in Y.  So the E, the error term, is actually the difference between the observed and predicted values of Y, and the predicted values of Y come from our regression model.  And since X1 and X2 are used to explain Y, X, E, I'm sorry, E, our error term, contains all other factors besides X1 and X2 that determine the value of Y.  

We can see here that the regression model, the right-hand side, tells us how Y is determined.  The coefficient that we're interested in is beta-1.  Beta-1 is the change in Y associated with a unit change in X1, holding constant X2.  Now taking, oh, and I should also mention that beta-1 hat, this is the terminology we'll use, beta-1 hat is our regression estimate of beta-1.  This is what we'll get from our data when we estimate our regression model.

Now, taking a step back, we can see here that the model specifies all meaningful determinants of Y.  The model tells us how Y is determined.  In our example, we are interested in health.  Our regression model will tell us how is health determined or how, what, how are levels of health determined for different people.  I'll elaborate more on what I mean by all meaningful determinants in just a little bit, but before doing that, let's return to our example of health and exercise make this regression model a little bit more practical.

In our example, we can specify our regression model as something like this, as a very simple model.  Healthcare is our dependent variable, the outcome variable we're interested in.  Exercise is our independent variable or explanatory variable of interest.  E, our error term, contains all other factors besides exercise that determine health.  And beta-1 here is the change in health associated with an increase in exercise.  

Now the question is when does beta-1 hat, the estimate from our regression and data, estimate the causal effect of exercise on health?  Well, it must be the case that exercise or how much individual, an individual exercises, is exogenous.  Now in the context of a regression model with a dependent variable Y and an explanatory variable X, X is exogenous if the conditional expectation or the conditional mean of the error term, and this is conditional on X or given sum value of X is zero.  When this is true, we say we have conditional mean independence, and X is exogenous.

Now I realize this is a little bit cryptic, but what it practically means is knowing X does not help us predict E, so knowing X does not tell us anything more about the error term.  Now remember that the error term is the difference between observed or actual and predicted values of Y.  This is how far off our prediction is for each observation or for each person, and the error term contains other factors besides X that determine the value of Y.  Now this means that information other than X does not tell us anything more about Y.  X is all we need in order to understand variation in Y.  So for a given value of X, that is once we take into account X, the expected value of the error is zero.  This means that the error is basically noise.  It doesn't contain any other information that helps us predict Y.  Now conditional mean independence, or exogeneity, implies that X and E, the variable we're interested in, and the error, cannot be correlated.  

Now in the context of a randomized controlled trial, we might have the following regression model.  We're interested in some outcomes, probably some health outcomes, and treatment, whether or not someone received treatment.  Here, our error term can include things like age, gender, pre-existing conditions, income, education, any other factors that might affect or determine the health outcome we're interested in.  Now, in randomized controlled trials, treatment is randomly assigned, and because treatment is randomly assigned, treatment and the error term are independent.  So treatment will be independent of all these other factors that we just listed, age, gender, pre-existing conditions, income, education.  This implies that treatment is exogenous.

Now in observational studies, treatment is not randomly assigned, but the best we can hope for is that treatment is as if randomly assigned.  That is, if we know whether or not someone received treatment, we cannot see anything else about other factors that determine the outcome for that person.  Now, if it were the case that if we knew that someone received treatment and we also knew that that person was also likely to, say, have a higher income and income affected our outcome, then it would be the case that treatment was not exogenous because treatment was correlated with one of these factors that was included in the error term.

Now returning to our example, remember we were interested in the effect of exercise on health.  Now in order for beta-1 hat, our estimate, to estimate that causal effect of exercise on health, exercise must be exogenous.  That means knowing a person's exercise level tells us nothing more about other factors that determine a person's health.  In the context of a randomized controlled trial, let's say we were to somehow enroll people in a randomized controlled trial and randomize people to exercise, exercise would be exogenous.  In that case, exercise would be the only meaningful determinant of variation in health.

Now is this true, the same true in the context of observational studies if we were to just look at data and look at how much people exercise and what level of health they have, is it going to be the case that exercise is exogenous?  Probably not because exercise doesn't just randomly happen across people.  In observational studies, it's often the case that our explanatory variable of interest is not exogenous.

Now when X, our variable of interest, is not exogenous, we say that X is endogenous.  This is always true when X is correlated with the error term.  When X is endogenous, beta-1 hat is biased.  Our estimate is going to be biased.  

Now the estimate is biased if the expected, oh, sorry, I should, I guess it's right here.  Our estimate is unbiased if we estimate the expected value of the estimate is equal to the true value of beta-1.  This would be the true causal effect of the variable we're interested in.  Now if beta-1 is biased, then beta-1 will not estimate a causal effect of X on Y.  Our estimate will be a measure of the correlation between X and Y.  And you've probably heard this many times before, but correlation does not imply causation.  A silly example of how correlation does not imply causation, especially for those in California now because it's raining, you can consider the correlation between the number of people who bring an umbrella to work and whether or not it's raining outside.  There's probably a very strong and positive correlation between the two.  If we see a lot of people bringing umbrellas to work, it's probably raining.  However, we cannot say that bringing an umbrella to work actually causes it to rain.  We just know that bringing umbrellas to work is correlated with rain.  

Now the distinction between correlation and causation is pretty obvious here, but that's not always the case in our research.  We often run into issues of endogeneity, which raises concerns about whether we can make statements about causality.

So for the rest of our time, we'll focus on this issue of endogeneity.  More specifically, we'll discuss three forms of endogeneity, omitted variable bias, sample selection, and simultaneous causality.  For each form, we'll discuss the definition and provide examples as well as a brief overview of possible solution.

The first form of endogeneity we'll discuss is omitted variable bias.  Now this arises when two conditions are true.  First, it must be the case that a variable omitted from the regression model is a determinant of the dependent variable, Y.  So here there is some other determinant of Y, but we left it out of the regression model.  Second, it must be the case that that omitted variable is correlated with the regressor, X.  Now when these two things are true, our estimate, beta-1 hat, is going to be biased, and that is because beta-1 hat also captures the correlation between the omitted variable and the dependent variable.

To demonstrate this, let's return to our basic regression model.  Let's say another factor, W, determines Y.  Now because W is not explicitly included in the model, W is going to be included in the error term, E.  So remember the regression model tells us how Y is determined.  It's going to be determined by X and all other factors that are contained in E.  Because W also determines Y but we didn't specifically include it in the regression model, it's actually going to be included in the error term.  Now if X and W are correlated, then it's going to be the case that X and E, our error term, are correlated because W is contained in the error term.  Now remember, if X and E are correlated, then X is going to be endogenous, and if X is endogenous, our regression estimate will be biased.  And here it'll be biased because it captures the correlation between W, this other factor that we omitted, and Y, our dependent variable of interest.

Now let's think about this.  In the context of our example, we were interested in the effect of exercise on health.  So to evaluate whether exercise is exogenous, we'll need to ask two questions.  First, besides exercise, do any other factors determine health?  Next, are any of those, or are those factors correlated with exercise?

And here we're going to try something new.  We're going to try out an open-ended question.  And the question here is that first one.  Besides exercise, what other factors determine health?  Do any other factors besides exercise determine health?  And Heidi, I think people can just type in their responses into their question box, is that right?

Heidi:  Exactly, exactly, and we'll be monitoring those and we'll go through the responses that come in as we get a few more in.

Dr. Christine Pal Chee:  Perfect!  Thank you.  

Heidi:  Wei, are you seeing those responses coming in?  We can go through those on the call right now.

Dr. Wei Yu:  Yeah, I see it.  Do you want me to go through this responses at this point?  They're not all done. I think is asking about personal factors such as age and also about their behavior.  Diet, exercise, and even behavior and socioeconomic status, income, and stress.

Dr. Christine Pal Chee:  Okay, so Wei, those were some of the responses that came in.  It sounds like there are a lot of them.  Some of the ones that I remember you mentioned were age, income, socioeconomic status, diet, many factors.  Right?  I'm sure you got lots of different responses.  Some may be more popular than others.  So...

Dr. Wei Yu:  Yeah, I think the genetics is, what I'm seeing as important.

Dr. Christine Pal Chee:  Sorry?

Dr. Wei Yu:  Genetics?

Dr. Christine Pal Chee:  Genetics, yeah, genetics is another thing.

Dr. Wei Yu:  Yeah.

Dr. Christine Pal Chee:  So besides exercise, what other factors determine health?  The answer is many other factors which include the ones we had just listed.  So to answer that question, the first question, yes, there are many other factors that determine health.  And I'm going to, the one that came to mind for me was diet, and I think this was also one of the ones that Wei had mentioned that came in.  Well, let's consider the example of diet.  Now if we're thinking about omitted variable bias in the context of answering this question, what is the effect of exercise on health, we need to first ask does diet affect health.  I would probably, I think many people would say yes.  Eating well likely improves health.  So yes, diet affects health.  

Now the second question is, is diet correlated with exercise?  Now if diet if correlated with exercise, that will mean that exercise is correlated with the error term.  Because we did not specifically include diet in our regression model, it's going to be included in the error term.  Probably yes.  Individuals who eat well are probably also more likely to exercise, so here we have that diet affects health, and it's correlated with exercise.  This means that diet is an omitted variable, which will cause our regression estimate of beta-1 from our basic regression model where exercise was the only explanatory variable, beta-1 will be biased.  And remember beta-1 estimates the effect of exercise on health, but here it will be biased, and that is because it captures, it also captures the relationship between diet and health.  We're not just capturing the relationship between exercise and health but also between diet and health.

So what do we do if we have omitted variable bias?  There are a few solutions.  First, we can implement multiple linear regression.  What we do here is identify all sources of omitted variable bias and include each of these relevant factors in the regression model so that we have conditional mean independence.  The important thing here is we have conditional mean independence.  After accounting for all included regressors, our explanatory variable of interest is exogenous.  No other factors help us predict our outcome variable.  Now the reality is it is often not possible to include all omitted variables in the regression.  In the example we had just gone through, it would not be possible to include all of those factors that also affect health, and most, and many of those actually will probably also be correlated with a person's exercise.  

Things like genetics, we most likely don't have data on that.  Maybe a person's social network, someone's social, if someone has a strong social network they might have better health.  They might be more likely to exercise, but we probably won't observe that in the data.  So oftentimes it's not possible to include all omitted variables in regression.  And for this reason, multiple linear regression is oftentimes not an adequate solution.  

What other things could we do?  We could run a randomized controlled trial, but again, this is often not possible.  So we could maybe, we could also make use of a natural experiment that leads to circumstances where treatment is as if randomly assigned.  We'll actually talk more about this in the Natural Experiments and Difference-in-Differences lecture on March 1st.  So you can tune in then to hear more about natural experiments.

Another thing you can do or we can do, is utilize panel data.  This is where we observe the same observational unit at different points in time.  We can use that data to run fixed effects regression to control for unobserved omitted variables that do not change over time.  We'll actually be talking more about this in the Fixed Effects and Random Effects lecture on March 22nd.

Another solution is instrumental variables regression.  What we do here is utilize an instrumental variable that is correlated with the explanatory or independent variable of interest but is uncorrelated with the omitted variable.  So this instrumental variable affects Y but only through X, and because the instrument is not correlated, excuse me, with the omitted variable, it removes omitted variable bias.  We'll talk more about this in the Instrumental Variables Regression lecture on March 8th.  So you can tune in then to hear more about instrumental variables.

For now, let's move on to our second form of endogeneity, sample selection.  Sample selection arises when two things are true.  First, a selection process influences the availability of data, and second, the selection process is related to the dependent variable, Y, beyond depending on X.  When we have sample selection, our estimate, beta-1 hat will also be biased.  Sample selection is actually a form of omitted variable bias.  The selection process is captured by the error term.  This induces correlation between the regressor that we're interested in, X, and the error term.  

To provide some intuition for this, I'll go through two examples that highlight this issue.  First, let's say we want to evaluate the effect of a new tobacco cessation program on quitting tobacco use.  Let's say the program is offered to all patients at the local facility, and we want to estimate the following regression model to estimate this treatment effect.  Here, our outcome variable is whether or not someone quits, and the explanatory variable of interest here is whether or not someone participates in the program.  So treatment will equal one if a patient participates in the program.  So basically what we're doing here is comparing patients who participate with those who do not participate.  Now the problem here is that individuals who participate in the program may be more likely to quit to begin with.  A patient might already have a desire to quit and be more motivated, and therefore be more motivated to sign up for this program or to participate in this program.  So here we have selection into treatment.  People, patients are choosing into treatment.  They're selecting into treatment.  And the selection process is going to be captured by the error term, which induces correlation between treatment and the error term.

In another example, let's say we want to evaluate the effect of a new primary care model that's rolled out for some patients at a facility on patient satisfaction.  So here we want to estimate the following regression model.  Our outcome variable of interest is some measure of satisfaction.  How satisfied are patients?  And our explanatory variable of interest is the variable model.  It'll be equal to one if a patient receives or participates in the new model.  So what we do here is compare patients who have received the new model with those who don't.  The problem here is that patients, one problem here, actually, this could be a problem, is that patients who don't like the new program stop coming to the facility and receive their care elsewhere.  Now if we don't have data for these patients who leave, then for patients who receive the new model, then we may only have data for those who are relatively satisfied.  Right?  Because the patients who were less satisfied left.  Again, here, we're going to have a selection process that influences the availability of our data because we won't observe satisfaction for everyone.

If we have a sample selection, there are a number of possible solutions we can use, and the solutions depend on the nature of the problem.  These include, or the solutions include, again, randomized controlled trials, natural experiments where we have treatment that is as if randomly assigned.  We can also employ sample selection and treatment effect models.  These are, these will model the structure of the selection process.  We won't be covering this in our lecture, but if people are interested I've listed two resources that you consult to learn more about sample selection and treatment effect models.  And finally, you can also employ instrumental variables regression if you do have an instrumental variable in order to get around sample selection, and we'll talk more about this later on in the course.

Finally, we'll discuss simultaneous causality.  This is the third form of endogeneity that we had listed.  We have simultaneous causality when there is a causal link from X to Y, and this is the relationship we're interested in.  What is the effect of X on Y?  But there is also a causal link from Y to X.  This is also sometimes called simultaneous equations bias, but this leads our estimate, beta-1, to be, beta-1 hat, to be biased.  That is because reverse causality leaves our estimate to pick up both effects, the effects going in both directions.  

To see what this might look like, let's say we want to estimate the effect of primary care visits on glucose levels.  So does seeing, having regular primary care visits help patients with diabetes control their glucose levels?  We can specify a regression model as something like this.  Let's say our dependent variable is glucose and our explanatory variable is primary care visits.  So maybe the number of primary care visits in a month or in a year.

Now if, let's say there is also a policy in place at our facility that increases primary care visits when someone has high glucose levels.  So let's say once someone is observed to have high glucose levels or uncontrolled diabetes, something is triggered so that the facility follows up with that patient to get them to come see their primary care doctor more frequently.  It's possible that the facility might have a policy like this.  Now if a policy like that does exist, then it's also going to be the case that we have this relationship here where primary care visits are actually a function of someone's glucose levels.  And here, because both of these relationships are true, that seeing a doctor or seeing your primary care doctor might affect your glucose levels, and in this particular case your glucose levels might actually affect how often you see your doctor, both equations are necessary in order to understand the relationship between primary care visits and glucose levels.  So we have two simultaneous equations.  

Now let's suppose a positive error in our first regression model leads to a higher value of glucose.  Let's say it's the holidays, and people are having lots of meals, lots of parties, and they're not just eating as well as they normally do.  So we have a positive error here that leads to higher levels of glucose.  Now if, in the second equation, the second model, lambda-1 is positive, now in that, it would be positive if, let's say the facility had some policy that increased primary care visits if someone had high glucose levels, then it's the case that higher glucose levels will lead also to higher or more frequent primary care visits.  So we can see here that a positive error, E, from the first regression model leads to a higher value of primary care visits, and we can see that in the second model there.  This means that primary care visits and E, the error term, are correlated.  So in that first regression model, primary care visits is correlated with the error term.  That will lead our estimate of beta-1, sorry, estimate of beta-1 hat, and here we're estimating the effect of primary care visits on glucose.  That estimate is going to be biased.  It's biased because we're not just capturing the effect of primary care visits on glucose but also the effect of glucose levels on primary care visits.  So we can see here that understanding both of these relationships is very important.  

We needed to understand that second relationship in order to fully understand what we're estimating in that first regression model.  This is an example of simultaneous causality.  

Some solutions to simultaneous causality, again, randomized controlled trial where the reverse causality is eliminated.  In our example, we could randomly assign the number of primary care visits to patients, so the visits will not depend on someone's health, but that probably is not feasible.  You might be able to rely on a natural experiment of some sort if there is as if randomization.

Finally, it might be possible to rely on or utilize randomized instrumental variables regression.  Here, you would utilize an instrumental variable that is correlated with primary care visits but is uncorrelated with the error term, so it doesn't otherwise determine Y.

So in this lecture we discussed the concepts of exogeneity and endogeneity as well as common forms of endogeneity that will lead regression estimates to be biased.  An important point underlying this discussion is that good research design requires an understanding of how the dependent variable is determined because remember our regression model tells us, actually, how we believe the dependent variable is determined.  And we need to ask is the explanatory variable of interest exogenous in the context of that regression model?  Are there any omitted variables in our regression model?  Is there sample selection in this context?  Is there simultaneous causality that leads the dependent variable also to determine the explanatory variable of interest?  Here, you would need to understand the context.

Exogeneity is important because if it's necessary for the estimation of a causal treatment effect.  If we don't have exogeneity, all we're measuring or all we're estimating is a correlation.  And understanding sources of endogeneity can help us understand what our regression estimates actually estimate and the limitations of our analyses.  Sometimes it won't be possible to get around the issues of our, of endogeneity that we have in our context.  Then it's actually even more important to understand how our estimates will be biased.  What are the limitations of our analyses?  Can we say something about the direction of a bias?  Understanding the sources of endogeneity can also point us to appropriate methods to use to answer our research question.  Again, I had mentioned that methods actually depend on the nature of the problem.  But these things are actually very important, very meaningful to keep in mind in the context of research design.  It's really important when we're thinking about how to specify our regression model and what it actually estimates.

I also, I had mentioned some resources earlier, and here they are so you can look them up if anyone is interested or would like more information.

Heidi and Wei, that is all I had for the formal content.  We actually have, it looks like we have plenty of time for questions.  So if anyone has any questions, please send them in, and we can work through them right now.

Heidi:  It looks like Wei has some, answered some of the questions that have been coming in, but looking at what we have left here, do both conditions need to be true for omitted variables to cause bias?

Dr. Christine Pal Chee:  Sorry, Heidi.  Can you repeat the question?

Heidi:  Sure.  Do both conditions need to be true for omitted variables to cause bias?

Dr. Christine Pal Chee:  Yes.  Let me go back to that slide.  Oh, this might take a while actually.  The two conditions for omitted variable bias were, actually we're almost there.  There it is.  First it must be the case that a variable is omitted from the regression model that is a determinant of the dependent variable, and second, that omitted variable must be correlated with the regressor.  The answer to that question, do both of these conditions need to be true, the answer is yes.  It needs to be the case that we omitted some variables that actually determines Y and that variable needs to be correlated with the regressor.  Now if it's the case that we only have one of these to be true, so let's say we omitted a determinant of Y in our regression model, but that omitted variable is not correlated with the regressor that we're interested in, in that case it's going to be the case that X, the variable we're interested in, will not be correlated with the error term because that omitted variable is not correlated with X.  In that case, we do not have endogeneity in our, we do not have omitted variable bias.  

On the flip side, let's say that we omitted some variable that's correlated with our regressor, but that regressor or that omitted variable actually does not determine Y.  If it does not determine Y, it actually does not enter the error term because remember the regression model tells us how Y is determined.  If some variable does not determine Y, it will not show up in that error term.  So then, again, we do not have omitted variable bias.  So yes, I think both these conditions need to be true for omitted variable bias.

Heidi:  Great!  

Dr. Wei Yu:  There's another question I think.  The question is, is there some rule for specific selection, specific definition of variable end point, you know, helping to reduce the endogeneity?  You want me to read the question again?

Dr. Christine Pal Chee:  Can you, yeah, can you read it again, Wei?

Dr. Wei Yu:  Yeah.  If there, let me see, it's up here.  Let me see.  Can you, is there any, let me see.  I couldn't find the question because there are questions coming in.  Okay, the question is there some rule to, for that selection of specific definition of variable end point in helping to reduce endogeneity?  Talking about the, go ahead.

Dr. Christine Pal Chee:  So if I understand...

Dr. Wei Yu:  Selection of the definition of variable end point.

Dr. Christine Pal Chee:  I'm not completely sure what variable end point is referring to, but I...

Dr. Wei Yu:  Right.

Dr. Christine Pal Chee:  ...I think if that person wants to clarify, please just write in.  But I think that person might be asking about maybe multiple linear regression and when we think we've included maybe enough regressors in the regression model, but I had mentioned earlier that multiple regression is a possible solution to omitted variable bias.  So if we have omitted a variable but we, so we have an omitted variable, now if we include that variable in the regression model, that variable is no longer omitted, and we know, our regression will no longer suffer from a bias from omitting that variable.  But at the same time I had mentioned that is often not possible to include all omitted variables in the regression, and this is usually why multiple linear regression is not a sufficient solution.

In our example of Y, or how does exercise affect health or does exercise improve health, it is actually not possible to include every single factor that determines health in our regression model.  There are many factors or determinants of health that are simply unobserved to us as researchers.  We just don't have the data for them.  Therefore, we won't be able to fully account for omitted variable bias.

Dr. Wei Yu:  Okay, there's another question about the randomized trial.  The question is specifically a randomized clinical trial, beta-1, is the unbiased estimate to the association between exposure and outcome because the error term is not correlated with exposure.

Dr. Christine Pal Chee:  Yeah.

Dr. Wei Yu:  Asking if that statement is correct or not.

Dr. Christine Pal Chee:  That is correct.  In the context of a randomized controlled trial, we actually have randomization of treatment or exposure.  Patients are randomly selected to receive treatment.  Now if patients are randomly selected to receive treatment, then it's the case that treatment will be uncorrelated with any other factor that might determine the outcome we're interested in if we have true randomization.  If we have true randomization, then treatment does not depend or will not be correlated with any other, anything else basically.  It's truly random.

Dr. Wei Yu:  Okay, another question about the one you mentioned, the multiple regression, one audience asks if that's in terms of the multiple X or multiple Y?

Dr. Christine Pal Chee:  Multiple linear regression refers to multiple X's, so multiple regressors or explanatory variables or control variables on the right-hand side.  So here what I'm referring to is oftentimes people will talk about controlling for certain factors.  So controlling for age, controlling for gender, controlling for socioeconomic status.  So those are the multiple regressors that we'll be including in the regression model.

Dr. Wei Yu:  Okay.  And there's, still have question about the, I think the earlier question does it, the audience asks can a more specific or more careful definition of X help eliminate bias in this relationship to Y.

Dr. Christine Pal Chee:  That's an interesting question.  Yeah, so I, that's an interesting question.  Could a more precise definition of X help us to get around omitted variable bias or endogeneity?  I think that might be possible, although probably not because remember X is the explanatory variable we're interested in.  It's, in the context of our research question, we want to understand what is the effect of X on Y.  Broadly, X will be, you know, whatever it is.  Here, in our example, it was exercise.  So would it be possible to define exercise in a way that got us around, omitted variable bias?  So let's did you exercise at all or did you exercise three times a week?  I think all of those measures are going to be getting at the same thing.  And if there's some omitted variable that's correlated with exercise, I think it's probably going to be correlated with most measures of exercise.

Dr. Wei Yu:  Another question is that the, can you explain in general terms how regression for multiple outcomes, work, for example.  Conceptually how would a regression model predicting that versus survival, with disabilities versus survival without the disabilities work.  You want me to repeat the question?

Dr. Christine Pal Chee:  Sure.  Can you repeat the question, Wei?  Make sure I understand it.

Dr. Wei Yu:  Yeah, I'm sorry.  The question is in general terms how regression for multiple outcomes worked, for example, conceptually how would a regression model predicting death versus survival with disability versus survival without disability work.  I'm still [inaudible 49:20].

Dr. Christine Pal Chee:  Okay, yeah, so I think the person, yeah, I think the person is asking me about multiple outcomes regression.  In that case, we won't be talking about it in our, this HERC course, in this series.  But those are a family or a group of regression models where you could have multiple outcomes that are related.  So in that case, let's say the possible outcomes are a person dies, a person survives with no disability, a person survives with disabilities.  Those outcomes are actually related.  We don't, they're connected.  We don't want to model them independently.  So one option is actually we run three, let's say there are three possible outcomes.  We run three separate regressions on each of those outcomes.  That's one option.  But those three outcomes are actually related.  So there's a set of our glucose models that allows you to kind of model or incorporate that interconnectedness, that dependence of the outcome.  So that's, yeah, beyond the scope of what we are doing here.  We are talking about just one regression model.  So if the person wants to follow up, I'm happy to maybe point to some resources.

Dr. Wei Yu:  Okay.

Dr. Christine Pal Chee:  But for now, yeah, I think it's, the person was just asking about multiple outcomes regression or multiple outcomes analysis.

Dr. Wei Yu:  Okay.  And I think you have a few more minutes.  You can take another question?  How can we eliminate, how can we eliminate omitted variable bias and deal with multiple linearity in the same time?

Dr. Christine Pal Chee:  You know, in general multicollinearity doesn't usually pose, or practically speaking, it usually doesn't pose problems, at least in estimating the effect that we're interested in.  And when you think about it, most of the regressors you include are going to be correlated in some way.  Age, education, income, things like that.  They're going to, there's going to be some level of correlation.  What we can't, absolutely cannot have is perfect multicollinearity.  With perfect multicollinearity, we have that one regressor can be explained by a linear combination of other regressors.  So, for example, we could not control for gender and control for both female and male, if that makes sense, because the female regressor would perfectly explain the male regressor in this case, if that makes sense.  In general, though, I think collinearity should not pose a problem, at least in this context.  So generally what you can do is include, you can include additional regressors, and actually doing so might actually improve the precision of the estimate that you're interested in, of the beta.  Your standard errors might be a little bit smaller.  But you still need to ask yourself does including all of these regressors actually solve the problem of omitted variable bias.  And actually more often than not it will not solve the problem of omitted variable bias in a lot of the questions we're interested in, in health services research.

Dr. Wei Yu:  Okay.  There's another question talking about the structural equation model, SEM.  Are you familiar with that one?  I think the question is...

Dr. Christine Pal Chee:  I haven't done...

Dr. Wei Yu:  Go ahead.

Dr. Christine Pal Chee:  No, go ahead, Wei.  You can read the question.

Dr. Wei Yu:  Okay, I think the question is that can the structural equation modeling, or SEM, address simultaneous causality in addition to several alternatives?  I'm not familiar with that one, so I'm not sure.

Dr. Christine Pal Chee:  Yeah, to be honest, I haven't done much work using structural equation modeling either.  But with, yeah, so I can't speak to that.  If someone wants to follow up, we can have a larger or a longer discussion about that.

[bookmark: _GoBack]Dr. Wei Yu:  Okay.  Any more questions?  I know I probably missed some questions because the windows come out very narrow and there's more questions coming in at the same time.  It took me some time to go back and forth.  So if a person feels, you know, you have a question that has not been addressed, could you put it in again so I can look at?  Are there, I’ll bring up another question.  Is there a threshold of error term we need to look for to make sure there has been no omission bias?  Talk about threshold of error term.

Dr. Christine Pal Chee:  There is no threshold.  So right here what is very important to understanding omitted variable bias is actually contextual knowledge and understanding.  So we actually need to sit down and really understand how is our dependent variable determined.  What factors determine that variable?  And then ask do any of those factors that we don't include in our regression model, are they correlated with the explanatory variable we're interested in.  So, unfortunately, there's no test, per se, that you could do after running a regression that'll tell you if you have omitted variable bias or not.  This is, actually relies on the rationale or thinking of the researchers and the audience, even as we read others' research.  These are the questions we need to be asking.

Dr. Wei Yu:  Okay.  This question is straightforward, asking if there's any way to test for endogeneity.

Dr. Christine Pal Chee:  I think that's a similar question to that previous one.  There's actually no way, there's no formal way to test for endogeneity.  Again, here, what you need to rely on is a contextual understanding or contextual knowledge.  You need to be able to ask do any other factors affect my dependent variables that I'm not explicitly including in my regression model.  What is contained in that error term because remember our regression model tells us how is my dependent variable determined.  If we don't include it specifically as a regressor, it's going to be included in the error term.  So we need to think for ourselves what is included in that error term.  What other factors determine Y and how might those factors be related or be correlated with the regressor we're interested in?  So again, unfortunately, there's no test that you can do.  This is something you actually need to just sit and kind of think through for yourselves.

Dr. Wei Yu:  Okay.  I think we have one minute to answer a question.  It's more like followup your answer, is how does one identify and adjust for omitted variable bias if data collection is completed.  Any experience of doing that?

Dr. Christine Pal Chee:  Yeah, so the issue with omitted variable bias, there's a main issue there in terms of solutions is that it is rarely possible for us to control for all omitted variables.  It is rarely possible for us to include all omitted variables in our regression model, which is why multiple linear regression is usually not sufficient as a solution and why people increasingly have turned to natural experiments to answer some of these questions.  This is why, or why people will use some sort of randomization to estimate these causal effects.

Dr. Wei Yu:  Okay, I think we used all the time.  So if there's any more questions, you can send to us.  We can respond after the seminar.

Dr. Christine Pal Chee:  Yes!  I think everyone has our email addresses.

Dr. Wei Yu:  Right.

Dr. Christine Pal Chee:  So, Heidi, I think, so this is all we have for the course.  Thank you, everyone!  Do you, I think there might be a poll of some sort.  Heidi?

Heidi:  Yes.  So I'm going to close the meeting out in just a moment, and when I do, the audience will be prompted with a feedback form.  If everyone could take just a few moments to fill that out, we really do appreciate it.  We're only in the second session of this course, so I know HERC would really love to hear feedback from the audience on how you think it's going and anything you'd like to see included.  I don't know if you guys are going to be able to make any changes at the last minute, but we always love to hear feedback from the audience.  Christine, Wei, I want to thank both of you so much for taking the time today.  We really appreciate, I know our audience really appreciates the time that you all put into these presentations.  And with that, we're going to close everything out.  Our next session in the course is two weeks from today.  The audience, I know most of you are registered.  If not, we will be sending registration information out next Wednesday.  Just keep an eye on your email, and that should show up there.  I want to thank everyone for joining us for today's HSR&D Cyberseminar, and we look forward to seeing you at a future session.  Thank you!

[ END OF AUDIO ]

