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Dr. Christine Chee:  As Heidi mentioned, I'm Christine Pal Chee, and I'm an economist at HERC, the Health Economics Research Center.  And today, in today's lecture, we'll be discussing instrumental variables regression.  I should also mention that Josephine Jacobs, who is another health economist at HERC, is also on the line and she'll be helping to take questions, so if you have any questions, please send them in.  

To start, to start on this topic of instrumental variables regression, it's helpful to think about instrumental variables within the larger context of estimating causal effects.  In health services research, a common aim is the estimation of some sort of causal effect.  The research question often looks something like this.  What is the effect of some treatment on some outcome?  And ideally we'd estimate this effect using a randomized controlled trial.  Unfortunately, randomized controlled trials are not always feasible, practical, or ethical.  So they're not always possible to do.  An alternative is to perform regression analysis using observational data, and this is very commonly done in health services research.  

In order to estimate an unbiased causal treatment effect using multiple regression or linear regression, it must be the case that treatment is exogenous.  We discussed this in greater detail in the research design lecture earlier in this course, and we'll briefly review this concept in today's lecture.  But what this means is basically whether or not someone receives treatment must be uncorrelated with all other factors that may affect the outcome variable of interest.  Now if treatment is not exogenous, that is if treatment is endogenous, then our estimated treatment effects will be biased.  And we can't rely simply on regression analysis of observational data.  We'll need to turn to other methods or research designs in order to estimate an unbiased treatment effect.  One possibility is instrumental variables regression, which is the topic of today's lecture.

Before we begin, it'll actually be really helpful for us to get a sense of the group's background.  And I think Heidi has a poll for us here.  If you could let us know whether you're new to instrumental variables regression, somewhat familiar with instrumental variables regression, or if you're very familiar, if you have an advanced knowledge of instrumental variables regression, that would be great.

Heidi:  And responses are coming in.  I'm going to give everyone just a few more moments to respond before we close it out and go through what we are seeing here.  Looks like we're slowing down, just another second or two.  Ok, it looks like we've come to a stop, so I'm going to close that out.  And what we are seeing is 46% of the audience saying that they are new to IV regression, 52% are somewhat familiar with IV regression, and 2% have advanced knowledge.  Thank you, everyone!

Dr. Christine Chee:  Thank you, Heidi.  Okay, so it looks like most of the group is fairly new to linear regression, which is great because the purpose of today's lecture is to provide an introduction to instrumental variables regression.  So the focus will actually be on key concepts and the intuition behind it.  

To begin, we'll review the linear regression model, and when we need to consider an alternative method or alternative research design like instrumental variables regression, and then we'll discuss necessary conditions for a valid instrument and look at why and how instrumental variables regression works.  And to see instrumental variable regression in action, we'll walk through a well-known paper by McClellan, McNeil, and Newhouse that uses distance to evaluate the effect of intensive heart attack treatment and mortality and discuss a few other, briefly discuss a few other examples.  And then finally we'll discuss some limitations of instrumental variables regression.

So again, the focus of this lecture will be on key concepts and the intuition behind instrumental variables regression, so it should we, we hope that it will be very useful for those of you who are new to instrumental variables regression.  But for those of you who are already familiar with instrumental variables regression, the hope is that this discussion will still provide a nicer view or perhaps new ways of thinking about the instrumental variables.  I've always found it really useful or helpful just to see something presented in a new way or in a new context.  So that's the plan for today or for the rest of our session.

Before we jump into our discussion of instrumental variables regression, we'll briefly review the linear regression model to see where instrumental variables regression fits in.  So our basic regression model, linear regression model, usually looks something like this.  We have Y here, our outcome variable of interest.  This is our dependent or left-hand side variable.  And X is our explanatory variable of interest.  Here we'd like to understand the effect that X has on Y.  

We had talked earlier in the research design lecture that we can think of the regression model as a sort of conceptual model that tells us how values of Y are determined.  In this case, we're saying that Y is determined by X, but if Y is determined by anything other than X, if there are other factors that determine Y, those factors are actually going to be included in the error term, E.  E, the error term, will contain the effect of all other factors besides X that determine the value of Y.  And this is something we'll come back to.  

In this regression model, beta one is the coefficient that we're generally most interested in.  Beta one corresponds to the change in Y that's associated with a unit change in X.  And now if X is a variable that tells us whether or not someone received treatment, then beta one will correspond to the change in our outcome variable that's associated with receiving treatment.  Now in order for our regression estimate, beta one hat, and this is what we get when we run, we estimate with regression model using our data, in order for beta one hat to be an unbiased estimate of the causal effect of X on Y, it must be the case that X is exogenous.  

Now what does it mean for X to be exogenous?  Formally, it means that conditional on X, the expected value of the error term is zero.  This means that for a given value of X, the mean or the average value of the error term is zero.  And remember the error term captures the effect of all other factors that determine Y.  This means that additional information that's contained in the error term does not help us better predict Y.  Once we know X, we actually have no other information about Y, whether Y is, may be higher or lower.  We have zero information on average.  

Now when this is true, we say that X is exogenous.  And when X is exogenous, it implies that X and E, the error term, cannot be correlated.  That means that X and everything that's contained in E, all other factors that determine Y, are not correlated.  In the research design lecture, we saw how when X, or we saw that X and E, the error term, are correlated when there is omitted variable bias, sample selection, or simultaneous causality.  Each of these three will cause X and E to be correlated and for X to be endogenous.  

Now when X is endogenous, then our regression estimate, beta one hat, will be biased, so our estimated treatment effect will be biased.  And here, we actually cannot rely on simple regression analysis using observational data.  What we'll need is actually another method or another research design to overcome this issue of endogeneity, and this is where instrumental variables regression comes in.  

The idea behind instrumental variables regression is actually very simple.  And that is, and then actually it starts off with the insights that variation in X has two components.  Now we can think about our variable, the variable we're interested in, as having variation.  So if X tells us whether someone received treatment or not, there are some people who don't receive treatment and there are some people who do receive treatment, so there's variation in the explanatory variable of interest.  Now that, we can think about that variation as having two components.  One component is correlated with the error term, and this is what causes endogeneity.  The other component is uncorrelated with the error term, and this part actually we'll refer to as exogenous variation in X.  In instrumental variables regression, we use only exogenous variation in X to estimate beta one, the causal treatment effect we're interested in.  How do we isolate this exogenous variation, X, that's actually where the instrumental variables come in?  We use instrumental variables or instruments to isolate the exogenous variation in X that's uncorrelated with the error term.  

There are two conditions that might need to be satisfied in order for an instrument to be valid, in order for us to be able to use it in this way.  They are instrument relevance and instrument exogeneity, and we'll talk more about each of these conditions.  

But before we do that, let's take another look at regression models to just set up the scenario we have.  So we have our linear regression, or our regression model, and we'd like to estimate the effect of X on Y and that will correspond to beta one.  Beta one should give us the effect of X and Y.  But we have a problem, and that's X is endogenous, which will lead our regression estimate, beta one hat, to be biased.  This is true whenever X and E are correlated.  So in this case, X and our error term are correlated.  Remember E contains all other factors besides X that determines the value of Y.  But in addition, we have a potential instrument Z.  So we'll need to evaluate whether this potential instrument is valid, and we'll do that within the context of this model.

So the first condition that needs to be satisfied for an instrument to be valid is instrument relevance.  This means that our instrument, Z, is correlated with our endogenous variable, X.  So in this case, the correlation between Z, our instrument, and our endogenous variable, X, is not equal to zero.  Z is correlated with X.  This means that variation in Z explains variation in X, or in other words, Z affects X.  Now if this is true, we see that Z is relevant.  Our instrument is relevant.

The second condition that must be satisfied for an instrument to be valid is instrument exogeneity.  We say that our instrument is exogenous if the correlation between that instrument and the error term is zero.  So Z must be uncorrelated with our error.  Our instrument needs to be uncorrelated with our error.  This means that our instrument is uncorrelated with all other factors besides X that determines Y.  So Z, our instrument, does not affect Y directly except through affecting X.  When this is true, we say that our instrument, Z, is exogenous.  

Now to see how these two conditions for a valid instrument come together to help us estimate beta one, the causal treatment effect of X on Y, let's return to our regression model.  So remember here we're interested in evaluating the effect of X on Y.  We believe that X affects Y, and we want to estimate that effect, beta one.  Now the key insight behind instrumental variables regression is that variation in X has two components.  One component is uncorrelated with the error term, and the other component is correlated with the error term.  Now our valid instrument, Z, remember is both relevant and exogenous.  Our valid instrument affects X, but it is uncorrelated with the error term; it's exogenous.

So what we can do is we can use this instrument to isolate this exogenous variation in X that's uncorrelated with the error term.  This allows us to basically disregard or purge the variation in X that is endogenous.  And that is because our instrument only captures the variation in X that is uncorrelated with the error term.

Now that we've discussed what's required of a valid instrument, let's see how instrumental variables regression works.  And to do that, first we'll actually start off with some intuition on what an instrumental variable might look like.  First, let's consider an example where we'd like to estimate the effect of some medication for heart attacks on mortality, so does taking this medication save lives or reduce mortality?  And we might try to estimate this effect using a regression model that looks like this.  So here are our outcome variable would be mortality, whether or not someone dies.  And our variable of interest here, our explanatory variable of interest here, is treatment.  This will be equal to one if a patient takes the medication and zero if the patient does not.  

The error term here, remember our regression model is a conceptual model that tells us how the outcome variable is determined.  Here we're interested in mortality as an outcome.  What other factors might affect mortality?  Well, there are probably a lot of factors that might affect someone's mortality.  For example, a patient's income, education, maybe race, age, other medical treatment that the person may be receiving, or even whether or not the patient asked the doctor for a prescription, how engaged that person is in their health care.  Now all of these factors, if they determine mortality or affect mortality, are going to be captured in the error term.  

Now if treatment, if whether someone receives the medication or takes the medication is correlated with any of these things, beta one will be biased.  But now let's say that instead of a patient basically just observing who received this medication or not, let's say that treatment, whether or not someone received medication is assigned through a coin flip.  Let's say in order to get this medication a physician or a patient needs to flip a coin and if heads turns up the patient gets the medication.  And tails, if tails shows up, the patient does not get the medication.  So let's say here instead of just having treatment be determined however it is, you know, by choice or by appropriateness or access, instead treatment is determined by a coin flip.  

Now is this coin flip a valid instrument for treatment?  First we need to ask does it affect whether or not a patient receives treatment.  In this case, yes.  The coin flip directly determines whether or not someone receives treatment.  In that case, or in this case, the coin flip is relevant.  Next we need to ask is the coin flip exogenous?  Does it directly affect the outcome we're interested in?  Does it directly affect mortality?  No.  In this case we don't expect the coin flip to directly affect whether or not someone lives or not.  In this case, it is the case that the coin flip is exogenous.  

But now let's consider a different case.  Let's think about the case where instead of being interested in mortality, we're interested maybe in pain.  And when we flip the coin, instead of just flipping the coin we throw the coin as hard as possible at the patient.  In that case, our outcome variable will be pain and the coin flip, actually not really a coin flip, its a throw at the patient.  In that case, would the coin flip be exogenous?  Does it directly affect the outcome?  In that case, yes.  If we're interested in the outcome, pain, and we're throwing the coin at the patient, then our coin flip is no longer exogenous.  In this case, the coin flip would not be a valid instrument or treatment.

Now in this scenario, let's return to the scenario where we're interested in mortality and we're flipping the coin to determine treatment.  In that scenario that I described, the coin flip effectively randomized patients to treatment without affecting outcomes.  This gives us a situation that is essentially a randomized controlled trial.  So in a similar way, variation in an instrument mimics a randomization of patients to different likelihoods of receiving treatment.  So that's how we can think of the instrumental variable.

So now let's formalize instrumental variables regression model.  So we have our basic regression model and we have endogeneity, which leads us to need a different method to estimate the causal treatment effect, to estimate beta one.  But here we also have a valid instrument.  We have an instrument that is both relevant, so it's correlated or it affects the endogenous variable we're interested in, and it is exogenous.  It is uncorrelated with the error term.  Our instrument, Z, is uncorrelated with all other factors besides X that affects our outcome variable.  

There are actually several ways to estimate the instrumental variables estimator, beta one.  But a common method that actually nicely demonstrates how instrumental variables regression works is the two-stage least squares estimator, which as its name suggests, is implemented in two stages.  So we'll go through both of these to see, to get another look at how instrumental variables regression works.

In the first stage of two-stage least squares, we regress X, our endogenous variable, on the instrument, and our regression model will look something like this.  When we look at this regression model, we can see how the variation in X can be broken down into two components.  Now because Z, our instrument, is exogenous and uncorrelated with the error term, this first component is also uncorrelated with the error term.  The second component here, which contains everything else that explains variation in X, can be correlated with the error term.  But we'd like to isolate this first component here that's uncorrelated with the error term.  Now in order to do that, we use the estimated regression coefficient to [xxxx 21:56] regression model and we use information from our instrument to predict X.  This prediction of X has been clean of the variation that's correlated with the error term.  So the variation in this predicted X, or this predicted treatment variable, is uncorrelated with the error term because it's constructed using information from our instrument, which is also uncorrelated with the error term.

In the second stage of two-stage least squares, we regress Y, our outcome variable, on this predicted value of X, and we estimate the two-stage least squares estimator as beta one.  Now because X hat is uncorrelated with the error term from the original regression model, the two-stage least squares estimate of beta one is an unbiased estimate of the causal treatment effect of X on Y.  So we can, so using instrumental variables regression here, our two-stage least squares, we get an unbiased estimate of the causal treatment effect of X.  If our instrument is valid, then we have this unbiased estimate of the treatment effect.  

One thing to note, if anyone is implementing two-stage least squares separately in two stages like this, the standard errors in the second stage regression need to be adjusted.  But most statistical packages or software packages that you would use to run instrumental variables regression will actually do it in, will estimate both stages at once and automatically adjust your standard errors for you.  But if anyone is doing this in two stages, you need to keep this in mind.

To simplify our discussion, I focused on a case where there was only one endogenous regressor and one instrument.  But the instrumental variables regression model can actually be generalized to include up to K endogenous regressors, so X1 to XK.  So perhaps you have more than one endogenous regressor you're interested in.  You can also include multiple exogenous regressors or control variables, so here we have W1 to WR.  And you can also have multiple instruments.  Here you can have up to M instruments, Z1 all the way to ZM.  The important thing is that there must be at least as many instruments as there are endogenous variables, so it must always be the case that M is at least as large as K.  It's usually the case that instrumental variables are actually quite difficult to find, so we'll usually have just one instrumental variable, which is why generally you'll have the case where there is one endogenous regressor, or one endogenous variable and one instrument.

The other very important thing to note about instrumental variables regression is that it estimates what's called the local average treatment effect, or LATE.  The local average treatment effect is the weighted average of individual causal effects, with individuals who are most influenced by the instrument receiving the most weight.  Now these are people who had not otherwise received treatment were it not for the instrument.  So this is basically the additional person or would correspond to the additional person who received treatment just because of this instrument.  In that way, instrumental variables regression actually estimates what's called the marginal treatment effect.  This is the treatment effects of the additional person who receives treatment.  And in general the local average treatment effect or the marginal treatment effect differs from the average treatment effect.  The average treatment effect would just be the average over the entire population or the study group you're interested in.  This doesn't actually bias our estimates, but it does change the interpretation of our estimates, and it's something that is really important to keep in mind when interpreting or drawing conclusions from instrumental variables regression.  

And to see a little bit more about how or to get a sense of how this all works or to see instrumental variables regression in action, we'll walk, now walk through a well-known paper by McClellan, McNeil, and Newhouse that asks does more intensive treatment of acute myocardial infarction, so heart attack, in the elderly reduce mortality?  Specifically they want to estimate the effect, or they will estimate the effect of cardiac catheterization on mortality among the elderly with heart attacks. 

Now the basic regression model that corresponds to that research question looks something like this.  Here the outcome variable that we're interested in is mortality, whether a heart attack patient survives or not.  And the explanatory variable we're interested in is treatment, is whether or not a patient receives cardiac catheterization.  Now if we were to estimate a simple regression model like this, we can see here that the estimated one-year effect on, the estimated effect on one-year mortality, or I should say, is actually reduction of 30 percentage points, and this effect is statistically significant.  We can say it's different than zero.  

Here, estimating this basic regression model, we estimate a very large treatment effect.  It looks like cardiac catheterization has a very large effect on mortality.  It reduces mortality.  But there is a problem, and that is whether or not a patient receives more intensive treatment, in this case cardiac catheterization, is probably correlated with many unobserved factors that may also affect mortality.  These things might include health status or patient or physician characteristics or preferences.  If that is true, then treatment, then whether or not someone receives cardiac catheterization is endogenous.  And our estimate, our estimate of beta one, beta one hat, will be biased, and that is because it'll capture the effect of treatment.  It'll capture the effect of cardiac catheterization as well as the effect of all of these other factors that may affect mortality and that are correlated with treatments.  And now if that is the case, then we actually have reason to believe that this mortality effect of 30 percentage points, or the 30 percentage point reduction, will be biased because we believe that patients who receive treatment may be different than patients who did not receive treatment.  

And actually if we take a closer look at this, if we compare patients who receive catheterization and who don't receive catheterization, first we can see that patients who receive catheterization and the estimates there are in the last column here.  First they look like they're younger.  Patients who receive catheterization tend to be younger than patients who do not receive catheterization.  We also see, if we compare their comorbid disease characteristics, we see that patients who receive catheterization are also less likely to have any of these observable diseases.  

So here, we see, we have evidence that patients who receive cardiac catheterization generally tend to be younger and healthier.  And contextually we also know that patients who receive catheterization in general tend to be healthier.  You're less likely to perform a procedure like this on a patient who is very sick or very frail.  Those patients are just simply less appropriate for treatment.  Now if it is the case that patients who receive cardiac catheterization are healthier than patients who do not receive cardiac catheterization, then we expect we estimated effects earlier to actually overestimate the effect of treatment.  And that's because beta one from the previous regression model will capture the effect of catheterization as well as the effect of being healthier, and we expect that if you're healthier you generally will have a higher likelihood of survival.  Mortality will be lower.

And actually when the authors controlled, or they adjust for those differences in demographics and comorbidity, they actually estimate a smaller treatment effect.  There's a 20% reduction in the estimated effect of catheterization.  So here we have evidence of selection bias.  We see that there is an observable difference between these patients, and we also know that in general we expect differences among these patients, and we see that our regression estimates are sensitive to controlling for some of these factors, some of these observable characteristics.  That was the two groups, the patients who received cardiac catheterization and don't receive cardiac catheterization, differ only in the observable demographics and comorbidity dimensions that we just saw and we can control for in this regression model.  Then we just explicitly control for those differences and fully account for the selection bias.  

Now the issue is that patients who receive cardiac catheterization may differ in other ways, in unobservable ways.  And if they differ in unobservable ways then [inaudible 32:18 to 32:20] cannot control for them.  

And we actually don't believe even if, you know, we were to have full, a patient's full medical record that we could fully account for a patient's unobserved health.  Now if that's the case, then we have remaining a selection bias and we have reason to believe that this estimated 24 percentage point reduction in mortality is still biased.  

So does that mean we're stuck?  Actually, no.  It's because the authors actually have an idea and it's that patients who live closer to hospitals that have the capacity to perform more intensive cardiac treatments are more likely to receive those treatment.  In that case, distance is relevant.  They also argue that the distance a patient lives from a given hospital should be independent of his or her health status.  If that is the case, then distance is exogenous, and we have a valid instrument.  

In this paper, the authors use differential distance to catheterization and revascularization hospitals as a valid instrument for intensive treatment, specifically there's a valid instrument for cardiac catheterization.  Differential distance here is defined to be the distance to the nearest catheterization or revascularization hospital minus the distance to the nearest hospital regardless of what type of hospital that is.  So differential distance will be zero if a patient's nearest hospital can perform catheterization or revascularization, and there will be some positive number if the nearest hospital cannot perform one of these procedures.  And the larger that number the farther the patient will have to travel in order to get to one of these catheterization and revascularization hospitals.

In this table, the authors compare characteristics of patients who live relatively closer, so the different distance is less than 2.5 miles, in the left column, and patients who live relatively farther, or differentially farther, in the right column.  These are patients with a differential distance of greater than 2.5 miles.  And what we find here, so let's first look at the first panel, look at differences in comorbid disease characteristics.  We actually find that patients in these two groups, based on their differential distance, actually looks very similar at least in these observable dimensions.  They also find that, I didn't include the part of the table here, but they also find that these patients are also of similar age.  So these similar observable health characteristics suggest, and this is not proof, but it just suggests that these patients may also be similar in unobservable health dimensions.  

Now if we believe that that's true, that these patients, patients who live relatively closer and farther from these high-intensity hospitals, then distance, differential distance is exogenous.  We also see that patients, or we have evidence that patients who live differentially closer are more likely to receive cardiac catheterization, both within seven days and 90 days within admission.  Now here we seem to have evidence that differential distance is relevant, at least for cardiac catheterization.  So here we have some evidence, some suggestive evidence that distance is a valid instrument for catheterization.  

So I should mention that showing these things is not sufficient to prove that differential distance is a valid instrument.  The authors also have to draw from their contextual knowledge and understanding to argue that we really believe that differential distance is both relevant and exogenous.

Now using differential distance as an instrumental variable for cardiac catheterization, the authors find that cardiac catheterization reduces one-year mortality by five percentage points.  However, you also notice the standard error is 3.2, so this estimate is actually not statistically significant.  We can't say it's different from zero.  But when we compare them to the estimates we previously looked at, instrumental variables regression actually gives us a much smaller estimated treatment effect, and this is consistent with our suspicion that these, that the estimated affect in the bottom table were biased.  They did not fully account for selection bias.  Now if we believe we have a valid instrument, then the instrumental variables will account for selection bias, and when we do that, the estimated effect of cardiac catheterization is much lower.

Now I should mention a few things about these results.  First, it may seem a bit curious that the estimated mortality effect is so small, a decrease in mortality of five percentage points.  And because, it's curious because randomized controlled trials have shown catheterization to be effective at reducing mortality.  So why is it the case that these authors estimate just a five percentage point reduction, such a small reduction in mortality due to catheterization?  The important thing to keep in mind here is that instrumental variables regression estimates the local average treatment effect.  This is the marginal effect.  This is the estimate of the marginal effect of catheterization.  And here, remember a patient who would not have otherwise received treatment had they lived differentially far from a catheterization or revascularization hospital are the patients with the greatest weight.  So this is very different.  These patients are very different than the average patient in the population or even the average patient included in a clinical trial.  These are patients who would not have otherwise received cardiac catheterization had they lived farther.  This explains one of the reasons why, or this largely explains why this estimated mortality effect is so much smaller than we would expect.

Next, I should also mention that this estimate, even though it is small, is likely to be an upper bound of the effect of catheterization.  And that's because if catheterization and revascularization hospitals offer better care other than just simply being able to provide more intensive cardiac procedures.  For example, if they had more beds, they had more specialists.  Perhaps they had an ICU.  Then this estimate, these instrumental variables estimate will also capture the effect of those factors, and we have good reason to believe that these estimates also capture the effect of kind of other characteristics of catheterization and revascularization hospitals.  And remember, we are using distance to one of these hospitals as an instrument for catheterization.  

Now if you look at the effect on one-day mortality, it's a reduction, a statistically significant reduction of 8.8 percentage points.  The curious thing about this is we observe a reduction in mortality at one day even though the vast majority of patients had not received cardiac catheterization yet.  Most patients do not receive cardiac catheterization within one day of admission.  So this leads us to believe that these estimates are also capturing the effect of going to one of these hospitals.  There's something else different about these hospitals, which leads the authors to conclude that the mortality effect of catheterization in and of itself, the marginal effect of catheterization is actually very small.

So in this paper the authors seem to have found a good instrument for treatment.  They used distance or differential distance as an instrument for treatment.  Now does this mean that distance is always a good instrument for treatment?  

Now let's look at a few different contexts.  First, let's say we're interested in evaluating the effect of primary care on health outcome.  So let's say we look at all Veterans in the VA and we compare outcomes among Veterans who do and do not use primary care.  If we were to do that, would we get an unbiased effect, or will we estimate an unbiased effect of primary care?  The answer is no, and that is because there's endogeneity.  People, or patients, usually go see a doctor when they are sick.  So we expect patients who use primary care to be different than patients who do not use primary care.  

Now let's suppose, so let's suppose patients who live closer to primary care clinics are more likely to see a primary care provider.  Let's also suppose that patients who need to see a doctor often move to live closer to clinics.  Now in this context, can we use distance to the nearest primary care clinic as an instrument for primary care use?  Let's first ask is distance to the nearest primary care clinic relevant?  Yes or no?  And actually let me return to this previous slide.  And I think Heidi can put up a poll for us.  So is distance to the nearest primary care clinic relevant?  Does distance to the nearest primary care clinic affect whether someone receives primary care?  And actually please select from just the first two options.  Is distance relevant?  Yes or no.

Heidi:  Christine, I actually have both questions up on the one slide here, so for the audience, for the first, we're looking for a yes/no for is distance relevant.  And then I also have is distance exogenous up on the same poll question, on the same slide here, on the same poll.

Dr. Christine Chee:  Okay, and we'll do that question next, Heidi.  So we'll talk about the...

Heidi:  Okay.

Dr. Christine Chee:  ...first one first.  Is distance relevant?

Heidi:  Okay.  So it looks like we have come to a close there, so I'm going to close that out.  And what we're seeing is 97% of the audience saying that yes, distance is relevant, 2% saying that it is not.

Dr. Christine Chee:  Okay.  Thank you, Heidi.  And I will return to whether distance, or we'll talk about whether distance is exogenous next.  And the answer is yes, distance is relevant, and that is because patients who live closer to primary care clinics are more likely to see a primary care provider, so distance affects primary care use.  

Now we need to ask is distance exogenous.  Is distance uncorrelated with other factors that may affect health outcomes?  Now Heidi, if you could bring that poll up again, that would be great.  So please choose from the third or fourth option.  Is distance exogenous?  Is it correlated with other factors that might affect someone's health outcome?

Heidi:  And again, I'll give everyone just a few more moments to respond here, and we will go through the results.  We're only at about 50%, so again I'm going to give everyone just a few more seconds to respond and we will close it out.  

Dr. Christine Chee:  And if you responded earlier, please respond again.

Heidi:  Yes.  The poll, I've got a fresh one here, so your earlier response is not recorded here.  Ok, so it looks like we've come to a stop, so I'm going to close that out, and we're seeing 29% of the audience saying that yes, distance is exogenous, and 70% saying that no, it is not.  Thank you, everyone.

Dr. Christine Chee:  Thank you, Heidi.  So if it is the case that patients who need to see a doctor, so say patients who are sicker, who have a need to see a doctor actually move to live closer to clinics, then it is the case that distance to the nearest clinic is not exogenous.  And that is because distance is going to be correlated with health status or the need to see a doctor.  And we believe that health status or the need to see a doctor will have an effect on someone's health outcome.  In this case, distance is not exogenous.  So it is relevant but not exogenous, and because it is not exogenous, it is not a valid instrument.  Remember we need to satisfy both conditions.  So in this case, distance to the nearest primary care clinic is not a valid instrument for primary care use.  

Now let's look at another example.  Let's say we're interested in evaluating the effect of emergency department services for car accident injuries on mortality.  So let's say we look at all passengers in car accidents and we compare mortality for those who do and do not go to the emergency room.  Now if we were to compare the mortality rates and look at the difference, can we say that that difference gives us an unbiased effect of using the emergency department?  The answer is no, and it's because emergency department use is endogenous.  Only more seriously injured passengers are taken to the ED.  So if you were to simply compare mortality rates among patients who went to the ED and patients who didn't, that estimate would be biased because you're also going to be capturing the effect of being more seriously injured.

Now suppose we have the case that all patients who need medical care are taken to the emergency room regardless of distance and that distance to the nearest emergency room is uncorrelated with accident severity.  If these two things are true, can we use distance to the nearest ED as an instrument for treatment in an ED?  So first let's ask is distance to the nearest ED relevant?  Does distance to the nearest ED affect whether or not people go to the ED?  And Heidi, if you could bring that slide up again, that would be great, or the poll up again, that would be great.

Heidi:  Actually I set up a second one because I'm not able to re-use polls.

Dr. Christine Chee:  Oh!  Okay.

Heidi:  If that's okay?

Dr. Christine Chee:   Yes!  That's fine.  

Heidi:  Again on...

Dr. Christine Chee:  Is distance relevant?

Heidi:  Yup.  So responses are coming in.  I'll give everyone a few more seconds and we will go through this.  It looks like we have come to a stop there, so I'm going to close it out.  And we're seeing 38% of the audience saying that yes, distance is relevant, and 62% of the audience saying that no, it is not.  Thank you, everyone.

Dr. Christine Chee:  Thanks, Heidi.  It is actually the case that distance is not relevant.  It is because all patients, in this scenario all patients who need medical care are taken to the ED regardless of distance.  So in this case, distance does not affect whether someone goes to the emergency department.  Now let's ask is distance to the nearest ED exogenous?  Does distance to the nearest ED uncorrelated with all other factors that might affect mortality?  Yes or no?

Heidi:  And responses are coming in.  Again, I'll give everyone just a few more moments to respond before we close the poll question out and go through the results here.  Ok, it looks like we've come to a stop.  I'm going to close that, and what we're seeing is 80% of the audience saying that yes, distance is exogenous, and 20% saying that no, it is not.  Thank you, everyone.

Dr. Christine Chee:  Thanks, Heidi.  In this case, distance to the nearest ED is not, or sorry, it is exogenous, and that is because distance to the nearest ED is uncorrelated with accident severity.  And we were concerned about that correlation between accident severity earlier and use of the ED.  In this case, distance is not relevant, but it is exogenous.  But because it is not relevant, it is not a valid instrument for ED treatment.  

So from these two examples we can see that whether or not something is a good instrument or a valid instrument completely depends on the context.  And we actually need to rely on our judgment as well as empirical data if that's available, but importantly our judgment on whether or not that instrument is valid, whether it is relevant and exogenous.

Now I want to make sure we have sufficient time for questions at the end, so I'll skip through this here.  If anyone is interested in other examples that use instrumental variables regression, I listed three here, a variety of instruments in a variety of contexts.  And I have references at the end so you can look up these papers if you'd like to see more examples.  

And I'll just say a few comments about weak instruments.  So instruments that explain little variation in X are weak.  So instruments that are not relevant are weak.  And if you use a weak instrument, your results from instrumental variables regression will actually be biased.  They'll be unreliable.  And that is because a valid instrument partly hinges on the fact that it is relevant.  Here I've provided a little information about a rule of thumb you can use to check for weak instruments and there is only one endogenous regressor.  But I should mention that this is just a rule of thumb.  Even if your instrument kind of passes this test, "passes" this test, we still need a convincing argument that the instrument is relevant.

Instruments that are correlated with the error [inaudible 52:36 to 52:38] correlated with other factors that affect the outcome variable are endogenous.  And instrumental variables regression that uses endogenous instruments will also provide biased estimates.  And that's because the whole point of instrumental variables regression is that we can use the instrument to isolate and utilize the exogenous variation [xxxx 52:58] in order to estimate our treatment effect.  There are some tests that you can do to check for this.  I should also mention that doing that is not sufficient.  You still need a convincing argument that instruments are exogenous, so here again the contextual understanding and knowledge is very important.

So I'd like to wrap up now so we can get to questions.  I'll wrap up with a few comments about instrumental variables regression.  The first is that instrumental variables regression is a powerful tool to estimate causal effects.  There are two conditions that need to be satisfied for a valid instrument.  First the instrument must be relevant, it must affect treatment.  Next it must be exogenous.  It must be uncorrelated with all other factors that affect the outcome variable of interest.  Good instruments are actually very difficult to find.  And using an invalid, so either a weak or endogenous instrument, will actually produce biased results.  And while there are some tests available to check for instrument validity, those are actually not sufficient.  What you absolutely need is a good story or a good understanding for why an instrument is relevant and exogenous.  Now if you were able to do that, then you actually have a valid instrument and you're all set.

That is it.  That wraps up the formal portion of this lecture, and I think we have five minutes for questions.

Dr. Josephine Jacobs:  Great!  Christine, we have a few questions here.  One of them [inaudible 54:43] good question was whether you could speak how to adjust standard errors when you don't have, in the second stage equation when you don't have a sort of pre-programmed two-stage least squares functionality in your statistical program.

Dr. Christine Chee:  Oh.  That is a great question, and that is actually beyond the scope of these, of this, but if, Jo, if you would send me that person's email address or if I can get it from Heidi, I can send more information.  In general, though, all of your common statistical packages, things like [inaudible 55:18], I think will all be able to run instrumental variables regression for you and produce the correct standard errors.

Dr. Josephine Jacobs:  Right.  And she also had another question which is good.  Just talking about how to specify your first versus second-stage equations, any recommendations there and whether you can use the same set of variables.

Dr. Christine Chee:  Well, the first, in the first stage you always regress your endogenous treatment variable on your instrumental variable or variables.  So there, in that regression model, your right-hand, your dependent variables, your endogenous treatment variables, your right-hand side or explanatory variables will include all of your instruments.  Usually you'll have just one, but if you have multiple you can include all the instruments as well as any other control variables that you'd like to control for.  So that's the first stage.  The second stage you'd regress your outcome variable on your predicted treatment variable and you would include all of the same controls that you included earlier.  Now if you were to specify this in a statistical software package, I think it would, you would just specify what your endogenous variable is, what your instrumental variables are, and then what your control variables are.  And it'll just do it all for you.

Dr. Josephine Jacobs:  We have some questions about your comparing propensity score matching versus instrumental variable approach.

Dr. Christine Chee:  Well, so the reason why instrumental variables regression is so powerful is that if you have a valid instrument you can actually overcome endogeneity due to unobserved characteristics.  So if there are unobserved differences between your control and treatment groups, you can control for those things.  And that's really unique.  With propensity score matching, what you do is you construct a propensity score based on observable characteristics.  Now if there are unobserved, unobservable differences between your control and treatment groups, then actually propensity score matching will not solve that problem.  Your estimates for propensity, using propensity scores will still be biased, and that's because there are unobserved differences between the two groups.

Dr. Josephine Jacobs:  We have some questions about multiple instrumental variables and deciding, oh, if you have two strong instruments which would you, you could use multiple ones.

Dr. Christine Chee:  Yeah, if you have multiple instruments, so if you have multiple valid instruments for the same, for an endogenous variable, you can and should use both of them.

Dr. Josephine Jacobs:  Right.  Let's see.  There's some people asking sort of what happens when you have multiplied these and how do you decide or guide your decisions on other than subject or context knowledge.  They say sometimes experts disagree, although I think what you said was quite correct that it comes down to that a lot of the times.  People are asking I'm confused a lot about IVs versus confounding variables.

Dr. Christine Chee:  Confounding variables, sorry, go ahead, finish Jo.

Dr. Josephine Jacobs:  Yeah, no go on.  It's, people have asked it in different ways, so is IV like using a confounding variable.

Dr. Christine Chee:  No.  A confounding variable is something we would be concerned about causing endogeneity.  For example, if we were interested in the effect of some, so for example, the effect of cardiac catheterization on mortality, we saw that patients who receive cardiac catheterization tended to be younger.  So in that case, age would be a confounding factor, right?  Cardiac catheterization is correlated with age, so we're going to, when we estimate the effect of cardiac catheterization, we estimate, we capture the effect of catheterization as well as age.  So there you've controlled for age.  We controlled for that confounding factor.  But if there are unobserved differences besides age or other things, then that is not sufficient.  An instrumental variable is not a confounding variable.  An instrumental variable is, by definition, is something that affects whether or not someone receives treatment but is uncorrelated with all other factors that might determine our variable.  So in this case actually your instrument would be uncorrelated with all other [xxxx 1:00:20] variables.

Dr. Josephine Jacobs:  Right.  We had a question then on where IV approaches can be good substitutes for RCT and where they'd be better than just the propensity score study.  You've touched already sort of on this how propensity and IV differ in terms of dealing with observables and unobservables, but any suggestions on where an IV could be a good substitute for an RCT?

Dr. Christine Chee:  Well, in general I think if you can run an RCT you will.  That's generally the gold standard.  Oftentimes you can't run an RCT, and we're left with the analysis using observable, observational data.  There potentially instrumental variables regression would be a good candidate for [inaudible 1:01:16] used.  It hinges on the fact that you have a valid instrument.  The other thing to keep in mind is [inaudible 1:01:21 to 1:01:22] regression you're estimating the [inaudible 1:01:24] treatment effect, the marginal effect of treatment, which is usually different than the average affect of treatment.

Dr. Josephine Jacobs:  So some people were confused about the use of marginal effects, so this person says I understand the concept of a marginal effect and a random effect model but don't quite understand what marginal means in this situation.

Dr. Christine Chee:  And here we're using, okay, here I'm using the term marginal effect in kind of an economics concept, context.  So the marginal effect of something is the additional, the affect on the additional, or for the additional person who receives treatment.  In this case, with the McClellan paper looking at cardiac catheterization, we'd imagined that there are a group of patients who received cardiac catheterization.  Some people are very appropriate fit for cardiac catheterization.  They're probably the first to receive the procedure.  And then you get additional patients who, you know, may be appropriate, may be less appropriate, and then you get that marginal patient who probably could be as well off using treatment versus medical treatment.  That's the last person or the marginal, the additional person who receives treatment.  And here we're talking about the additional person who receives treatment due to the instrument.  So were it not for the instrument, were it not for living relatively or differentially close to one of these hospitals, that patient would not otherwise receive treatment.  That patient received cardiac catheterization because they lived closer to one of these hospitals.  Hopefully that makes sense.  

Heidi, I think we're past noon here, we're past our time.  Do we need to wrap up?

Heidi:  We can probably wrap up.  I know we do still have a few questions out here, but I don't think we're going to get through them all.  We have quite a few pending questions out here.

[ END OF AUDIO ]

