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Dr. Ciaran Phibbs: So I’m Ciaran Phibbs. I’m one of the economists at HERC. And this is the part, as Heidi said, this is part of our lecture, or seminar series on econometrics, our course, I guess course on econometrics. And it’s, just a little bit of background, the purpose of this particular talk is, came out of the fact that when we first started doing this course several years ago, we were noticing, encountering like in journal reviews and things, things that people were, mistakes people were making or were forgetting, and that, having to do with the right-hand side variables. And most of econometrics classes really focuses on, you know, what model to use and some of these other things. And the independent variables in some sense probably don’t get as much attention as they deserve, and regression models make a lot of assumptions about the independent variables. And the real purpose of this talk is to examine some of the more common problems and some of the methods of fixing them. And...   

Heidi: Ciaran, can I ask, can I interrupt you for just a second. We don’t have your slides in slide show mode yet.

Dr. Ciaran Phibbs: Oh, how do I, oh, you just, oh, I see on my screen. Yes. Let me...

Heidi: Yes.

Dr. Ciaran Phibbs: I just haven’t, I didn’t do it in slide show. Let me find, there we go.  

Heidi: Perfect! Thank you. 

Dr. Ciaran Phibbs: Ciaran Phibbs: Okay, that was, sorry. I was just screening down there. And the, a lot of the focus is on things that may not get as much coverage as in a, there just isn’t time really in the standard econometric class that you need, and we’re going to pay a little more depth to those. The things that we’re gonna talk about specifically are heteroscedasticity, clustering of observations, data aggregation, functional form, and testing for multicollinearity. 

Heteroscedasticity will be fairly fast. Is that, on my screen, am I showing, is that the, is the box covering up stuff? Can I move that box out of the way?

Heidi: It’s smart enough to know not to display that, but you can move it to your other screen or you can [inaudible 2:47].

Dr. Ciaran Phibbs: Oh, it’s not displaying, it’s not displaying, it’s not displaying it. Okay. I see it on my screen. 

Heidi: No.

Dr. Ciaran Phibbs: Okay, I just wanted to make sure it wasn’t, okay. So in the standard regression model, why is your dependent variable in an intercept and you have a matrix of regressors, X and a vector of coefficients betas and your error terms, and you are assuming that the error terms are independent of the X’s, and that is not always the case. The most common pattern in many cases is that X gets bigger, the error gets bigger. One, you know, and this is actually mostly covered in, fairly well covered in a basic econometric class, but it’s worth reminding people that this happens. And, for example, if your dependent variable, you’re trying to measure, a classic econometric econ one type model, you’re measuring consumer spending and one you’re independent variable is income, and obviously consumption goes up with income, but the error on that will increase as your income goes up. 

And the thing to remember about heteroscedasticity is that your parameter estimates are still unbiased. So your parameter estimates are correct. They’re technically inefficient, but your standard errors are biased. And, but fortunately there’s an easy way to do this. Hal White published a paper around 1980 showing for a simple solution of what is now known as the Huber-White correction for standard errors and both developed it independently. The robust option in Stata fixes this, and you don’t even have to worry about it. But if it’s really a serious problem, you might want to consider transforming your variables. To continue the example I was using, you might, instead of using income, you might use log of income to reduce the relationship between the size of the standard, the size of the error term and the independent variable. But you know, it’s again, this is just a reminder that, something that Jack Needleman preaches in his introductory econometric class at UCLA, which is before you even think about [xxxx 5:43] your regression, know your data, look at your data carefully and understand it, see if you have patterns, look at correlations, and so on, and correlations within the data and what your independent variable. If you see these types of patterns, you may have a concern. But I’m just giving this one some cursory fix. I'm going to give detailed effects of the other, some other items. 

Clustering. The regression assumes that the error terms are uncorrelated, and clustering can be a common problem in healthcare. We may be running a regression, and patients can be clustered within physicians or within hospitals when, if you’re looking at an intervention and you run a regression at the patient level where you’re controlling for the, both hospital and patient level variables, in this case I’m saying we have a vector of patient level characteristics X, in the X1 variable, and hospital in X2. And the problem here is that the regression by the, assuming independents in this simple little model here, they’re assuming that there are as many hospitals as there are patients. And as you may remember as your number of observations goes up, because the precision of the estimate goes up, your standard error will go down. So the problem with this when you have this type of clustering is that you get a, standard errors that are too small for the hospital level variables. That’s the functional thing. And you’re also assuming they’re independent and they aren’t independent. Within the hospital they aren’t independent, and that’s what's, again, as with the example for heteroscedasticity, this has absolutely no effect on the parameter estimates. The parameter estimates are totally unbiased and totally unaffected, but your standard errors are off. 

And this, in this particular case you may find significant effects at the hospital or physician characteristics you’re examining, and say, oh, this characteristic is associated with better/worse outcomes. And it may be just that parameter estimate, well, the parameter estimate is correct, the standard error is not and can be quite off, depending on the nature of the clustering. There are a couple of ways to address this. You can use generalized estimating equations. There are also formal models that try to take hierarchical structure into effect. And if you go into Stata, there’s an option called cluster. And it uses the same Huber-White correction. It's slightly different for how it’s done for clustering, but it fixes the standard errors. And both methods yield essentially the same role, can yield essentially the same result depending on the structure of the data. 

In terms of the, just using GEE versus using the data cluster option, you should get essentially the same results. Edward Norton, who’s now at Michigan, several years ago told me that he looked at several different programs in terms of how they dug into the details of how they fixed for the clustering problem and found that the difference, you know, he was finding small differences in some places, but one of the programs was dividing by N and, for the number affected, and the other was dividing by N minus one, so you got trivial differences but essentially the same. 

With hierarchical modeling formally will control for some of these structures in terms of estimating separate models for within the hospital level and within the patient level. And that may matter if you have certain structures in the data. It actually can change the answers you get, but a lot of the time, and especially if the answers are going to be very similar. 

And so, I’m going to give an example of, that’ll shine a little bit more light on what happens. And this is just because I had access to the data, is from a non-VA project looking at NICU patient volume and on mortality, but it’s a good example so I’m using it. And as I said, the, it’s easy fix, you just use the cluster option, Stata. The extent of the correction is going to vary with the sample size and with the number of clusters relative to the number of observations. And this is, the example I’m going to give had almost 50,000 observations in 200 hospitals and 10 years of data, so there were repeat, a lot were repeat observations in terms of the clustering structure. And if you, just trying to look at which one, what did I do here? I was trying to put the spotlight on and it's messed something up.

Heidi: And it killed your video card. Yeah, it killed the card. You’re going to have to... 

Dr. Ciaran Phibbs: What do I do to undo this? Go back to that? 

Heidi: You're probably going to need to go back to that, go normal non-drawing mode so it will let you. 

Dr. Ciaran Phibbs: But how do I do that? Hit the back? What do I hit, which do I hit?

Heidi: The same button that you were in. 

Dr. Ciaran Phibbs: Is it the same button I’m in, and okay, go to normal non-drawing mode. Okay. 

Heidi: And then you’ll probably need to escape out of here and then go back into slideshow mode. 

Dr. Ciaran Phibbs: Okay. Sorry about this. Okay, I’m going to escape out of the slide show and then start the slideshow again, and let’s get back, and can...

Heidi: Sorry, everyone. We have a really cool spotlight that Ciaran wanted to use to show the chart there. If you use your cursor, we can see it. It’s not quite as bright, obviously, as if we run spotlight, but we can see it. 

Dr. Ciaran Phibbs: Okay. Okay, so I will just use my curser here. And so, just come back here. The point I was making, the number of clusters relative to the number of observations matters. And so in this first row here, this was for hospitals that were treating very few patients, less than 10 patients a year. And so the number of cluster, number of patients in bedding within each cluster was very, very small. And if you look here, here’s what you estimated it without, this is the correct standard errors, and here’s the, if I didn’t have the clustering and the standard errors. And you can see here that the effect on the standard errors was exceedingly small, three one hundredths on the lower bound one. So it’s very, very small effect. 

Now if we go down two rows to this row here, this row had only two hospitals or three hospitals and a relatively large number of patients in the samples we were looking at. And in this one, we got a fairly significant, you know, it was barely significant to start with and is no longer significant when we corrected, but it’s a fairly large effect on that standard error. And there are other different combinations. If you look you can, these things here are telling the number of patients, and for the really big ones, there’s lots of patients, but there’s a fair number of these observations, so they didn’t move as much as it did for this one where there were only two or three hospitals with a lot of patients. 

So even with the extent of the correction and the problem is very much going to depend on the structure of your data. If you have relatively few patients within each cluster, the effects are going to be smaller in terms of the correction because you’re not violating that independent assumption as much.  If there are, we have any questions that I should stop at this point or should I keep going?

Moderator: You can keep going, man. There is no question this morning, no. 

Dr. Ciaran Phibbs: Alright, so another issue that comes up and people don’t necessarily always think about is data aggregation. We may have a choice in terms of how we organize our data. When we’re collecting data on patients do we collect daily, you know, the number of patients treated each day, each month, each year and, or whatever it is. As we aggregate, we’re going to reduce the variance, and this can, this aggregation can change the relationship between the variable of interest and the dependent variable. And I think that that’s something that it may be easier to just take, you know, all the patients in the unit and just use the average of their characteristics as opposed to running an individual level, patient level regression. You, when you’re looking at mortality, just to put things, you know, conceptually, if I have mostly not very sick patients in a unit in the hospital and I have one very sick patient at very high mortality risk, well that, if I average that, if most of the patients aren’t very sick, if I look at the average mortality risk on the unit at that point in time, it’s going to be fairly low. But that one patient actually has a very high risk, and in terms of how you estimate structures and when you’re trying to look at more, you know, effects of some treatment or something on mortality, you can miss something because you’ve suppressed that variance. And in general, as a general rule, disaggregate as much as possible.

I’m going to give an example of data aggregation and how it changes, and this comes from some work I did with, in Bartel, Nancy Beaulieu, and Pat Stone, on how nurse staffing affects patient outcomes. And we had lots of different, you know, we ran regressions to look at, specifically to look at this where we looked at what happens when we ran things, measured nurse staffing at the unit level versus across the whole hospital, and we also did month versus year. 

In the interest of brevity, I am just going to show data from looking at monthly data but measuring the patients, lumping all the patients in the hospital together, this first column versus separating running the, doing two separate regressions, one for the acute care units and one for the ICUs. And if you think about it, patients in ICUs are much sicker than patients on acute care units, and ICUs also have much higher levels of nurse staffing. And if you’re looking at the whole hospital, it’s not just that you’re mixing some very different units in terms of patient outcome, and in this care we’re looking at risk adjusted length of stay, but you’re also, when you start aggregating to the hospital level, and if you have hospitals that have relatively more ICU beds versus acute care beds, you’re changing some of those fundamental relationships in terms of risk. And if we look here, this is nursing hours for patient day. And if we look at the whole hospital, there’s a negative association between nurse staffing and patient and length of stay which is sort of expected, but this relationship is very different for the ICUs and the acute care unit. It is, while still significant, it is much smaller in the ICUs than in acute care. And if you actually think about it in terms of the structure, that makes a lot of sense because they ICUs have such rich staffing that if you’re a little bit short it doesn’t matter as much. 

Come down here, here we have the percent of the nurse staffing that were LPNs, lower skilled nurses, and percent that were unlicensed assistive personnel or nursing aides. And we get really different results when we go from looking at the whole hospital to looking at ICUs versus acute care units. And this is really sort of where this point really matters. And two things; one is that the ICUs use very little of these types of personnel, and the results here, oops, what did I do? I messed up. Are not statistically significant, which is reflective of the fact that there aren’t very many of them, but by combining them, we’re really changing the estimate for where they matter here. And the findings are somewhat dramatically different in that when I look at the whole hospital effect, I show that increasing the share of the nurses that are LPNs is associated with reduced length of stay. But this is really an artifact that I’ve combined data that doesn’t make much sense. And we get very few people here where we get a positive association. We have a very weak and non-significant negative association. And here we get this really strong negative association, which is really sort of goofy, and it points to the fact that when you aggregate data, you can actually change some of the observed relationships and get answers that, if you think about it carefully where this is probably the truth, and this is giving you sort of an answer that [inaudible 22:12 to 22:14] is not correct but might, you know, lead the hospital administrators. Oh, we can substitute some RNs for some LPNs, and LPNs are a lot cheaper and it’s not going to hurt us. 

And so this is a case where data aggregation gives you a very different answer and also one that is a policy answer that in reality might end up hurting patients. And again, here for the percent aids we get a number that’s sort of halfway in between. So again, it’s just, you know, sort of an averaging sort of, but what’s, you know, again a little bit misleading. And in terms of that averaging, you come back up to the top one. If you were to think that oh, okay, well, I have units with very high staffing, low staffing, smaller effect here, bigger effect here, this should be somewhere in between. But as you see, this number here is actually not an average of these, and it points to the fact that the aggregation can actually distort the observed relationships. 

We get the same sort of thing down in here. We’re looking at the share of nurses that were contract nurses. Contract nurses aren’t familiar with the unit, so effectively they aren’t as productive because they’re working in a strange work environment. And so controlling for the level, number of nurses if you have more contract, it’s effectively lowering your staff, and they’re consistently associated with worse outcomes. It’s about the same in the acute care and the ICUs. But when we look at it across all hospitals, the estimated effect is much smaller. Again, it’s just this aggregation is masking some of the actual variation that you want to do as to why you want to be very careful about data aggregating and aggregation of data, and to the extent possible use smaller units. 

Moderator: Ciaran?

Dr. Ciaran Phibbs: Yes. 

Moderator: Ciaran?

Dr. Ciaran Phibbs: Yeah. 

Moderator: There’s a question I'll ask you. What's the unit in this example you just used in here. 

Dr. Ciaran Phibbs: Cover the difference...

Moderator: Of the unit.

Dr. Ciaran Phibbs: This is not clustering, this is aggregation. So this is, I’m running the, this is, I'm running the regression lumping all the units together versus running the...

Moderator: Yeah, I think the...

Dr. Ciaran Phibbs: ...acute care units and the ICUs separately, whereas clustering is the correcting for the fact that when I run a regression with patient level and hospital level variables, the patients are clustered within the hospitals, and you need to correct for that in terms of the standard errors. 

Moderator: Okay, and the other question asks you about a unit of the measurement. Is the number of days in this example?

Dr. Ciaran Phibbs: So the dependent, so we’re looking at risk, this, the dependent variable here was looking at the deviation from length of stay compared to the expected length of stay. 

Moderator: Oh, okay. 

Dr. Ciaran Phibbs: So essentially was the effect of, so the, you know, it’s, you know, to put an interpretation here on, say, the acute care unity, HPPD variable, for every added hour of nursing care you’re reducing length of stay by 3%. 

Moderator: Yeah, you can go ahead. I think they...

Dr. Ciaran Phibbs: Okay. Alright, the next thing I want to talk about is functional form. And this is something that, you’ve seen this used a lot of the times. And that the standard regression model is going to assume that each variable in the X matrix has a linear relationship with your dependent variable, Y. And there are other models that, you know, the relationship may be slightly different depending on the nature of the model, but they’re all going, every single model, and I’m going to talk about it in the terms of the basic OLS model, but this will also apply to many of the common regression models, is that there is an assumption about the relationship between X and Y. And this cannot always be a case and can result in a misspecified model. You know, the relationship between X and Y could be exponential or square root or it could have a complex functional form. And all too often you see people run a regression where they say, oh, okay, I need to put in these variables as my control variable, and so the ones that aren’t binary indicator variables, they aren’t thinking carefully about the functional form. 

And I think that one of things you should do is formally, before you run a regression, is you need to think carefully about, okay what should the relationship be between each of the X’s and your model. And start by thinking about it. And there are some formal tests for model specification, some of which you may have been exposed to, but many of these tests aren’t really, these tests aren’t all that strong. And they aren’t looking, in general they aren’t looking at the tests for the functional form for a specific variable, and the other thing is they don’t really show you what you want to look at. And there’s a fairly easy way to get an understanding and that is, if you think about it, if you look, is you can use dummy variables to let you know what the relationship looks like. 

[bookmark: _GoBack]So you put a, let’s just say I put age as a risk factor in my [inaudible 28:29] one of the control variables in my model. I can look at the age distribution and then create a set of variables for age as indicator or dummy variables, and it’s relatively small intervals and make notes for the category because when you have a set of dummy, you may remember from your introductory regression class, when you have a set of dummy variables you have to have an excluded or reference group, and that reference group has to be fairly large. Otherwise a set of indicator variables is going to be close to correlated with your intercept, and the regression will blow up because they will be perfectly correlated. But you can get around that by having a complete set and run the model with no intercept, and then you don’t have that collinearity problem. And so, for example, make age in five-year intervals, and then you plot those out and that will show you. You can say oh, this, the risk goes up linearly with age or it goes like this, or I have a kink here and I need to treat it differently. There are lots of different ways that you can do it. 

I’m going to give an example from that same, things, the same data set that I talked out before. And the idea of graphing out the variables gives you an idea of what the functional form looks like and where you can make cut points. And one thing to remember, your functional forms could get seemingly complex and you may just want to reduce it down to a set of categorical variables. 

And in this case here where I’m looking at the risks between volume of NICU patients and mortality, and you can see, this doesn’t show it as well as it does, but the risk declines fairly steeply until about 35, 40 starts to level off and then if flattens out. And, you know, one could run a group, and if you may remember, I ran, I used groups less than 10 patients, 10-25 patients, 25-50 patients, and greater than 50 patients. And so what I did was I was essentially looking at this relationship, and I did much more detailed tests than this. I’m just trying to give an idea. And said okay, here’s the logical groupings that one can use to have a relatively simple presentation of a complex relationship, and you know, the other thing is I had different ones for different groups. And you know, one of the things here is that the highest level newborn units, there are any small level ones of them, so I, you had to have different groupings. But again, this is, carefully look at your data, understand your data, and then make adjustments. 

Along the same lines of using dummy variables, there are times when you may want to use the dummies as categories. As I said, instead of trying to estimate that relationship, you get a continuous function. You can put them into categories. You look at the data carefully to see what categories make sense. And this has the added advantage of making it easier to present. To go back to this example here where I have these categories based on patients and level of care, and one of the things that you see in the reference group here was treating more than a 100 patients is that because, if we go back up, this relationship changes. And so if I’m trying to describe the relationship between adding patients and mortality, and say, oh, mortality goes down by this up to 10 and then it changes and then it changes again, and you know, mortality risk goes down by some small fraction for every patient you’re adding where that number keeps changing as it gets bigger, that’s very difficult to explain versus I get odds ratios for groups, which is much easier to explain. And so this type of aggregation can actually help you in terms of your presentation and make it simpler. 

Moving on to multicollinearity. What if X and Y are strongly correlated? And the classic thing is they are two correlated, the regression has trouble figuring out what to attribute in terms of the variance of X and Y. The classic statement is that it makes your standard errors get much bigger because of that uncertainty if it’s trying to figure it out. If they’re correlated enough, they will also affect the parameter estimates. If, let’s say, both X1, and say we’re trying to estimate mortality, and X1 and X2 are factors that are, that both increase mortality risk. But X2 has a slightly stronger effect than X1, but both are really, these two variables are really strongly correlated, like, you know, 0.9 correlated, sort of correlation. What’ll happen is because this relationship is slightly weaker than this, you’ll get a dramatic overestimate of risk here, and X1 will show up as negative. And that can actually happen as sort of an offsetting effect because the [xxxx 35:22] effect would say a 0.1 one increase in mortality risk, and you’ll get X2 staying as 0.3 and this being its negative 0.1, they average out to about that, or 0.1 effect, or negative 0.1, I guess, group. 

So you can get these offsetting effects with really correlated variables. And so, again, you need to be very careful. You know, this was an example of the really strong correlation just, but there can be hidden, simple correlation you can detect. Just look at your correlation matrix. If you get variables that are highly correlated, you know you have a problem. But there are hidden problems that are not detected by simple correlations. The variance inflation factor, it’s slash, VIF is the option in both SAS and in Stata, will give you a number that measures the inflation of the variances of each parameter due to collinearity among the regressors. And you may also see a number called the tolerance, which is just the inverse of the variance inflation factor, and as a rule of thumb, a variance inflation factor more than 10 implies a significant collinearity problem. 

General rule of thumb is if you have anything with a simple correlation more than 0.5 between the two variables, you’re going to have a collinearity problem, and you may want to think about steps to address that or exclude one of the regressors or change functional form, etc. I’ll come back to that. But there can be cases where you collinearity problems when the simple correlation is less than 0.5. To give some numbers on this, to go back to that nurse staffing study that we did, we were looking at nursing characteristics, and one of the characteristics we were looking as was tenure, how long the nurse had been working on the unit. And we were also looking at age of the nurses as a control variable. And as one might expect, older nurses have a bigger chance to have been working on the unit longer, and the correlation between tenure and age was 0.46. And the variance inflation factors, depending on our model and the subsets we ran it on, were running in the 18-20 range. So we can’t include both of those in the model. 

And the result, and this, I’m going to give an example of how this actually affecting the parameter estimates as well as the standard errors, but I’ll come back to that. The problems for fixing collinearity, more observations; as long as the correlation isn’t perfect or almost perfect, additional observations will help you, help the regression model sort out which variable to attribute the variance to. You can also revise data to reduce the correlation, taking logs, putting sets of dummy variables, putting one in logs the other in levels. There are different things you can play around with to just, and in the example that I talked about, we ended up dropping age from the model. And if you look at this, one of the things is if we ran it with tenure only versus age only, the tenure effect was stronger. But if we ran both of them, we got, not only were they not significant, but it affected the parameter estimates. You can see here, tenure only was 
0.013. If we ran both, it became 0.003, went from 0.003 to 0.0051. So you’re having, it’s when you include both in the collinearity is, not only is it affecting the standard errors from highly significant variables to non-significant variables, but it’s changing the parameter estimates in fundamental ways. And that’s the, you know, it isn’t as dramatic as the hypothetical example I stated before, but collinearity can affect your actual estimates. 

For multicollinearity, for strong simple correlation you don’t have a problem, but there can be hidden problems that are hard to detect. And if you think about it, regression operates in N space where N is the number of regressors you have, and there’s a whole bunch of different plains that are reflected by the eigenvectors of each of the variables. And intuitively within each of these dimensions of N dimensions, you can have a multicollinearity problem, and it only takes a collinearity problem in one of these dimensions to cause a problem. And SAS actually has a really nice diagnostic for looking at this called the Collin option in this OLS package. And I will note here even if you are going to be running a logistic model, the X matrix is identical. So, and SAS doesn’t have this diagnostic option in logistic, but it has it in REG, and it doesn’t matter because you’ll get the correct information out because the X matrix is the same and it’s looking at relationships to the X matrix. So the parameter estimates aren’t going to be right, but the information on collinearity is going to be correct. 

And I’m going to give an example here of birth weight and gestational age, which are two very correlated variables in the sample I was looking at. There was a 0.56 correlation, and I just ran it for purposes, I ran a very a simple model with just birth weight, gestational age, and black race. And a condition index like the various inflation in this Collin output, in terms of interpreting it, a condition index greater than 10 indicates a collinearity problem and greater than 100 indicates an extreme problem. And the, just if you look at the variables here, and these eigenvectors reflect the, this Collin output will show you the eigenvec value, which is the regression. And it shows you what is loading on that factor. So that first variable is loading on race, the second eigenvector is loading on race, the third one is loading on birth weight, and the fourth one is loading on birth weight and gestational age in terms of the variance in the dimension that is being explained. And it’s where they, it’s loading on both of them that it has this problem. 

And I told you I’d come back to fixes for multicollinearity. You know, for very low birth weight infants, both birth weight and gestation matter. And what we did is, to break up the collinearity, we used birth weight in 100 gram intervals, so very small intervals, and we used separate dummies from singleton male, singleton females, and multiple births, and we controlled for gestation in two-week intervals. When we did that, the collinearity problem went away, so we were able to include two highly correlated variables in the model. And what we did was by breaking it up into sets of indicator variables, well, there’s correlation within, you know, below birth weight groups and those small gestations there’s enough crossover that we broke apart the collinearity problem so that we could include the two collinear variables in our model just by using sets of dummies for both of them in small intervals. And this just shows, you know, just shows you the odds ratios just to show you that we were doing these small intervals for different functional forms. By breaking the data apart into the set of dummy variables, I was able to include in the model two both very important physiologic risk factors that are also highly collinear. 

And just want to close with a reference here for, it’s old, but a very good reference on regression diagnostics. Are there any other questions Wei? Wei? Wei, are you...

Moderator: Oh, okay, I’m here. I just muted my...

Dr. Ciaran Phibbs: Yeah, yes. Are there any...

Moderator:  Questions, there are two questions that’s about the talk near the end, and let me read the questions. And the first one is the longer one. It’s about how the availability of computational tool, if it factored in any of your tools that you factored in your regression calculations. I mean there are so many tools. So what’s your opinion about how to clear, you know, how to pick out the, talking about the tricks, the functional form. I think...

Dr. Ciaran Phibbs: Yes, so there are lots of different tools. I mean I’ve outlines some approaches. There are other approaches. There is no hard and fast rule for trying to break up the collinearity. I’m assuming that’s what you’re referring to. You just need to carefully check your data, understand that what’s going on, that the, you don’t have a collinearity problem, and if you do have collinearity problem, do something to address it. And it may be that it’s somewhat intractable and you just drop one of the variables. It may be that you do some transformations so that you can include both of them in the model. But you need to do something. I don't know if that [inaudible 47:11]...

Moderator:  And another question...

Dr. Ciaran Phibbs: ...and you know, this is part of the...

Moderator: Yeah, go ahead. 

Dr. Ciaran Phibbs: This is essentially part of the art of econometrics in that, you know, there are these rules and you just have to look carefully at your data, understand your data, and make some common sense decisions. You know, okay, I can’t include both of them, it’s going to mess things up. I need to transform them so that, is there a way that I can transform them so I can include these important variables. Or you can look at it and say, oh, gee, these things are both measuring essentially the same thing. I’m going to only include this one and not this one. Or it may be that, okay, well, this one is more important so I’m going to exclude the less important one. And they're judgment calls. And you have to experiment around and see what you can do. Ideally you were including both variables in your model because you thought they were important, so you want to try and include them if you can. 

Moderator: Okay, there’s another question about the collinearity. And a little bit of specific if there's any case where the simple correlation is strong and they are greater than 0.5, but the VIF is less than 10, and this suggests need for concern? That’s the question.  

Dr. Ciaran Phibbs: Yeah, so if you’re, it’s theoretically possible. If you have a VIF less than 10, you’re probably okay. And remember that in the regression output, they’re going to tell you the VIF for each of the variables. So it’ll identify which variables are problematic. You know, that might be a case where you had a really, really big sample, so there was enough variance for them to sort it out. It’s going to be rare that you get a VIF less than 10 with a correlation more than 0.5, but I’m not going to say it can’t happen. In small samples it almost certainly won’t happen; in big samples it could. 

Moderator: Okay, another question about the collinearity. It's what about the collinearity for categorical covariance such as income level and education level? 

Dr. Ciaran Phibbs: Yeah, so if they are two, you know, that may mean that you’re using the wrong categories or you need to use more categories. In the, you know, to go back to how I addressed birth weight and gestational age, if I had used big categories, all the very small babies would have been in the same big, lumped in the same birth weight group in the gestational age group. By using very small categories within a given category, there were enough infants that would be spread across, you know, in a given gestational age group I’m going to have infants spread across two or three birth weight groups. And the, so that, and they were structured that was explicitly so that that happened. And that allowed us to include both. And so if you have this type of correlation, what it probably needs is you need to be slicing your categories more finely. Now if you get to really high income groups, you may, you’re not, you have to have enough observations to be able to do that. And it may be that, you know, for like income and education, you know, there may be some groups that you just can’t define and you’re gonna have to live with it. 

Moderator: Alright, now there, there’s still some questions here, but my suggestion there’s one question this gave us, gave you a very specific case in their analysis which I suggest that maybe we can talk this on the phone because I usually feel that we need to understand more about that. They’re talking about the, in their dataset a basic unit is emergency department visit and each patient makes multiple emergency department visit, then the, in the multiple hospitals they would like cluster, [inaudible 51:58] errors both as the patient and the emergency department. How do you, can you have a quick answer on this? Or you just think that maybe we should...

Dr. Ciaran Phibbs: So that you can, there are ways to cluster for more than one variable. You just need to read the manual would be the short answer. 

Moderator: Yeah, I say that in, yeah. This kind of question would be, it would be better answered when we discuss a little bit longer about the, you know, after, the study would be good. Then there’s people ask you access the statistical package within the VA and also somebody asked the SAS. My understanding is that in the VINCI platform those software are free to use, right? Is that correct? 

Dr. Ciaran Phibbs: Yes. I was referring to both SAS and Stata, and those are both on VINCI.

Moderator: Yeah.

Dr. Ciaran Phibbs: And there are other packages that have rich sets of regression diagnostics as well. You know, in general the Stata has got a whole bunch more options compared to SAS. One of the nice things about Stata is that the commands like cluster and robust work with every single regression option whereas if you have these types of issues you have to go to a, regardless of the model you’re running, you have to go to specific, you have to go to a specific subset of the models and take the extra steps to run them. So in many cases it’s a lot easier. And I’ll just note for those of you out there that what we at HERC tend to do is use SAS to create our datasets because SAS is a good platform for data management, and then we use Stat/Transfer which seamlessly will convert a SAS dataset into a Stata dataset, and we run the regression models in Stata because Stata has a much richer set of regression options and also regression diagnostics. And it is, you know, when I do an empirical project, my programmer bounces back before, back and forth, you know, moves datasets from SAS into Stata datasets N times where N will be a very large integer. Because we do something, okay, we need to change this, make the change in the master dataset in SAS because it’s easier to do, move it over to Stata, run the new models, figure something else out, go again. In the nursing project, we probably, you know, we used Stat/Transfer hundreds of times for different variables that we made. But the data management was in SAS, and it's just a lot, for a lot of these things, it’s a lot easier to do in Stata. And the, for programmers the basic syntax of how the programs works are virtually identical. 

Moderator: Okay, there’s another question I think deserve a discussion. Now that asks you if the data aggregation is the principle, if the data aggregation the same as the turning of the continuous data into categorical then apply to the logistic regression that to the same principle is what you were saying?

Dr. Ciaran Phibbs: Yeah, so they’re somewhat different. You know, the data aggregation that I was talking about is aggregating data essentially across observations versus in the transformations. Yes, I was aggregating data, so I was suppressing a little bit of the variance of birth weight and gestational age, but by using very small intervals I’m not suppressing that much of the variance. And it was allowing me to get around a collinearity problem. I’ll also note that it was allowing me to get around a very complex functional form issue in terms of trying to model birth weight and gestational age because it has complex nonlinear patterns. 

Moderator: Yeah.

Dr. Ciaran Phibbs: And so those...

Moderator: Go ahead. 

Dr. Ciaran Phibbs: So that you have these, you know, there’s, again this is the art of econometrics. There are tradeoffs. So you’re aggregate, you know, you have a continuous, a near continuous relationship between mortality risk and gestational age, for example. But I’m aggregating that little bit to offset other regression problems, so I’m suppressing a little bit of variance, but I’m trying to minimize the suppression of variance. And also it allows me, you know, and by doing so I dealt with both a collinearity problem and a functional form problem. 

Moderator: Yeah, I feel that...

Dr. Ciaran Phibbs: And so they’re tradeoffs. 

Moderator: Yeah, if you do aggregation that is still looking at the clear picture and to add, you know, each group of observations, but the one you go to the logistic model regression you’re talking about probabilities, and that means...

Dr. Ciaran Phibbs: Okay, so for logistic, logistic is, you know, the difference of going to logistic versus, you know, an OLS is a function of what the nature of the dependent variable is. And that’s actually addressed in next week’s talk on limited dependent variables. Just a little thing there is that, you know, for logistic is for where this thing you’re interested in as your dependent variable is a yes/no variable. Did the patient live or die? That’s not a continuous variable. It's a discreet, or in more general terms, a limited dependent, it’s a dependent variable that has a limited number of options, so it is not really a continuous option. And that’s what the logistic is for. 

Moderator: Okay, I think we have about two minutes left. Do you want to answer another question?

Dr. Ciaran Phibbs: We could. 

Moderator: [Inaudible 58:18] okay, then...

Dr. Ciaran Phibbs: We got to give Heidi time to get her survey in. 

Moderator: Oh, you want to do survey? Yeah, well, maybe we can stop here. Then you can do survey, and if anybody...

Dr. Ciaran Phibbs: Yeah, so if people have followup...

Moderator: Go ahead.

Dr. Ciaran Phibbs: If people have followup questions, you can, I didn’t put my email here, but it’s first name dot last name at VA dot gov. You can feel free to send me questions if you have additional followup questions. 

[ END OF AUDIO ]

