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Moderator:  Good morning.  I am one of the health economists here at the Health Economics Resource Center, and it is my pleasure to introduce Dr. Paul Barnett, today’s speaker.  Dr. Barnett is the former director and founder of the Health Economics Resource Center.  He is a very well-respected health economist, has numerous decades of experience in econometric analyses and in analyzing cost data.  He is also, I think, one of the foremost experts on VA data as a whole, and we’re very pleased to have him kick off our HERC Econometrics Seminar.  Paul, take it away.

Dr. Paul Barnett:  Well, thanks, Risha, very kind words, and especially since I’m no longer your boss to say those nice things about me.  I’m gonna talk today about cost as a dependent variable, and this is the first of two, it’s got the Roman one there because it’s the first of two talks.  

So what do we mean by healthcare cost?  It could be something very small and discreet like a particular intermediate product used in delivering health care, like a chest x-ray or just a day of stay or a minute spent in the operating room, a particular prescription, or it can be a bundle of products, a particular outpatient visit and all the lab tests and procedures that are done there, or a hospital stay which is even a more complicated bundle.  But more often we’re interested in something like a treatment episode, like what does it cost to do a hip replacement or what does it take to care for someone who’s got pneumonia, or we could look at the annual cost, all the cost incurred by a patient in a given year. 

So this is a graph of, a little bit dated now but still relatively the same idea.  The Y-axis here is the frequency or the percentage of the observations at different levels of cost, which are on that X-axis.  And the feature about this, this is not a nice bell-shaped curve that’s like a normal distribution.  In fact, it’s very peaked on the left-hand side and it’s got a big tail out to the right.  And we’ve collapsed the long tail into just having one category on the far right end of $30,000 or more per year, but actually that tail would have gone way, way out to the right.  So this is one of the features of cost data is that they are skewed.  And we plotted here both, just the medical care costs without the outpatient prescriptions, and then we included that outpatient prescriptions on this figure.  

And we could run a descriptive statistics to find out that the costs are, the mean cost is about $6,000, but the median only about $1,700, so this fact that the mean is so much higher than the median is a function of that skewness.  Standard deviation is many times the mean.  It’s very highly variable. 

And then we have these two statistics, skewness and kurtosis, and so those are measures of the distribution.  A skewness is the degree of symmetry, and if this, had this been a normal distribution, we would have expected the skewness to be zero.  And so what was it?  The skewness was 14, so nowhere near normal.  And the kurtosis gets at how high the peak is and how thick are the tails.  And so in a normal distribution the kurtosis, the fourth moment, is three.  And so in this dataset it was 336, so clearly not a high peak with thin tails but just the opposite.  So those are kind of ways to quantify what’s not normal about, in this case that was just VA cost in a particular year.  

So we have, one feature of cost is that there are rare but extremely high cost events.  For example, only some individuals have a hospitalization, so if the mean cost, if the mode was, excuse me, $1,700, the median was $1,700, then, you know, a hospitalization is more than that, $10,000 or so.  Some individuals have very expensive chronic illnesses, long stays, high treatment costs.  Treatment for hepatitis C is roughly $100,000, so they would be way out there in the tail somewhere.  So that high cost events leads to positive skewness, skewed to the right. 

Now, we’ll run a little poll here and just ask you what you think is the most important thing that we should care about if we’re going to compare two groups, say a group that did receive some intervention and a group that didn’t?  Do we want to compare their means or do we want to compare their medians, their 50th percentiles?  And Rob, if you could run this, as the poll is open, I guess so.

Rob:  Yes, sir.  The poll is open.  We have about 50% of the vote in, so we’re gonna let that run for a little bit longer.  As Dr. Barnett said, the question is do we care about the mean or the median?  You have two choices, mean or median.  And we’re over 70%, so I’m going to stop the poll now.  And you’ll see that 24% answered that we care about the median and 76 answered that we, I’m sorry, that we care about the mean, and 76 answered that we care about the median.  Thank you.

Dr. Paul Barnett:  So which way was it?  That most people said the median?

Rob:  Yes, sir.

Dr. Paul Barnett:  Okay.  Well, that is surprising to me, but, so we really care about the mean.  And why is that?  The mean captures the effect of those rare but expensive events.  So if we have, you know, everybody in our study incurred $1,000 cost but one person had a million dollars, we really care a lot about that million dollar event which contributes to the mean.  And so we really do want to compare means.  And the trick is how do you do it when the data are so skewed, so wonky.  Now there’s another feature of cost data, and this I’ll illustrate by just making this dataset that we just looked at include the people who had used, we limit it to people who had used VHA in the prior year.  And so now we’ve created a new category of people who incurred no cost.  And this is a feature of many studies, that there will be people who will be enrolled in the health system or have follow-up after an intervention who don’t incur any costs at all.  And so now you have, this left-hand side of the distribution is truncated with these, by adding the zero cost observation.  So another way in which we’re, is not a normal distribution, and the people who don’t use care, the truncation of the distribution. 

So now I have another question for you to think about is what are you interested in doing when you’re analyzing costs?  And you could do one or both of these things.  One is if you’re interested in comparing two groups to see what their difference is in their means or you’re interested in taking some sort of group of patients or maybe a subgroup of your study and estimating what their costs were, given their characteristics and the intervention they received. So which is it that you’re interested in doing?  Neither one of these is a wrong answer, and maybe you’ll answer both. 

Rob:  Well, I’m glad you gave the option to answer both, because that’s the way we set up the poll.  So you can answer either or both.  And we have about 60% of the vote in.  I’m gonna let it run for a little bit longer.  And things have slowed down, so we’re gonna close the poll now and share that out.  And it goes like this.  The answer, find difference in mean cost between two plus groups of patients, 83% answered that, and 68% answered simulate the cost of a particular group of patients.

Dr. Paul Barnett:  Well, I’m glad that people are interested in both because we will be talking at both. And my guess would have been that people are interested in comparing groups slightly more than that simulation.  But the simulation can be important, like if you’re trying to estimate what the downstream effects of something are or you’re building a decision model, many ways of knowing what the total cost, it’s important not to denote just the difference but also the total cost. 

So I’m going to just backtrack a little bit here, just to review the classic linear model called ordinary least squares, which assumes that our dependent variable, and of course, this case our dependent variable is cost.  We’re gonna be able to express it as a linear function of the independent variables, and we’re gonna say our independent variable is X, and we’re estimating alpha, our parameter, and intercept and beta are how much X affects Y, and there is this leftover error term.  

So in the ordinary least squares model we’re estimating those coefficients or sometimes called parameters, alpha and beta, by minimizing the sum of squared errors on our graph, the distance between the data points and that regression line.  And with cost as a linear dependent variable, the beta is interpretable in raw dollars.  So for every unit change in X there is a dollar change, a beta change in Y.  So in other words, if beta is 10 and X increases by one, then the cost is increasing $10 for each unit increase of X.  So that is the interpretation of beta in a linear model. 

Now I want to digress a little bit here.  It will be very convenient for the rest of this talk to talk a little bit about the expectations operator.  That’s what that E, and it’s a way of evaluating a random variable.  And so the expectation operator, say of random variable W, is simply the, you know, it’s the, as you expect, the expected value, that is the probability of every possible value occurring.  We sum them all up and we are essentially getting at what’s the most probable likely variable.  The mean is a kind of an expectation, result of the expectation operator.  The probabilities are all between zero and one.  We find this weighted average with the weights by probability.  So that’s a very wordy way of describing it.  The easier way to understand it is thinking about what’s the expected value from the roll of the die.  So we want, here W is that, what happens when we roll the die.  What’s the face value on the die?  Well, we have one-sixth of a chance of a one, one-sixth of a two, etc.  So add those all up and it’s, the expected value is going to be 3.5.  So that’s how the expectation operator works. 

And so now that we have that expectation operator in mind, there are these five assumptions that ordinary least squares requires for the sum of squared errors to be best linear unbiased value of the alpha and the beta.  And this is that the expected value of that error term is zero, but the errors from one observation are independent of another observation, that those error terms have identical variance across all observations, that the errors are normally distributed and that they are not correlated with any of the X’s, with any of the independent variables.  

So what do you think?  Which of these assumptions of the classical model are likely to be violated by cost data?  I think we have a poll on these five things.  Now, Rob, did we specify they had to choose just one or they can choose more than one?

Rob:  Let me check, sir. 

Dr. Paul Barnett:  Sorry if I wasn’t clear about that.

Rob:  I think I set it up, you can only choose one.  And the choices are…

Dr. Paul Barnett:  Alright.  We’ll choose the one that you think is the most important of the assumptions that might be violated. 

Molly:  If you want me to, I’m happy to go in and change the poll real quick and we can come back to it in just a minute.  Your call, Paul.

Dr. Paul Barnett:  No, let’s just go ahead and do it that way.

Molly:  Okay, sounds good.

Dr. Paul Barnett:  Choose your best answer.

Rob:  Thanks, Molly.  And the answers are expected error is zero, errors are independent, errors have identical variance, errors are normally distributed, and errors are not correlated with independent variables.  People are taking a little bit more time to answer this time around, I think because there’s more choices, so we’ll give them a few more seconds.  Things have slowed down, so I’m going to go ahead and close the poll.  And the numbers look like this.  The first answer expected error is zero was 11%; second, errors are independent, 15%; third, errors have identical variance, 11%; fourth, errors are normally distributed, a whopping 50%; and the last, errors are not correlated with independent variables, only 13%.  Thank you, everyone. 

Dr. Paul Barnett:  Yeah.  So that normal distribution, well, we sort of gave that one away.  The identical variance is another one that’s important.  There are, often the variance is associated with the, increases with, as the independent variables increase in costs.  In some situations any of these could be violated, like errors are independent if you had a linear, if you had a longitudinal data, excuse me, than one, or two people from the same medical center, their errors could be correlated.  So many of these are problematic, but the ones that we worry about the most that are really a feature of cost are this question about the normal distribution and the identical variance.  And so we will deal mainly today with how to deal with normal distribution, and next time, in two weeks’ time, we’ll talk a little bit more about the problem of not having identical variance. 

So we’ll just consider this ordinary least squares model as if we had one explanatory variable which is X representing group membership.  So one, they’re in the group; zero, they’re not in the group.  So this case, an experimental group, say, in a randomized trial.  And so we can, now of course, beta is the difference in the groups.  We can predict the value of Y for different values of X, either X equals zero.  So that’s the estimated cost of the control group, and that’s just simply alpha in the ordinary least squares model.  And for the experimental group, it’s the sum of alpha and beta.  So those parameters allow us to simulate costs.  Now we may have, and I’ll just, just to be, clarity, analysis of variance, ANOVA, is just another kind of regression with a dichotomous independent variable.  And, of course, this relies on those five assumptions of ordinary least squares to build this linear model.  

We could include a case mix variable, and we’ll say case mix was all compressed with, you know, in one dimension as a continuous variable.  We’ll just call Z, and the bigger the Z the sicker the patient is.  Well, then we could, sorry, we could estimate the value of costs of the independent variable for the mean value of the case mix variable.  And simply we would have to include beta two times that mean Z, and that would be the mean cost.  That’s how we’d simulate cost at the mean of the case mix for people in the control group and similarly for people in the experimental group who had X equals one.  So these are ways of simulating costs in this ordinary least squares model. 

So you know, formerly the ordinary least squares assumptions are about the error terms and the residuals, which are estimates of the error terms, often have a similar distribution to the dependent variable.  So just be clear that we’re not really talking about the distribution of Y but the distribution of the errors.  And so why do we worry about the non-normal data?  And so one of my mentors, the late Will Manning, wrote about that in small and moderate-sized samples a single case can have tremendous influence.  And the reason for this is there aren’t any values on the left hand of the distribution to balance out these extreme values.  And he observed that in the Rand Health Insurance, that very, experiment, that very famous randomization of people with the different health plans, there was one particular health plan that had one observation that accounted for 17% of the cost of the entire health plan.  So these are important influential outliers, and we need to understand them and model appropriately.

Now, I want to just illustrate this idea about the influence of a single outlier.  Here we have, you know, our Y, say, is cost and X is some explanation of case mix, say, it’s some laboratory value.  And so that’s positively associated with cost.  And we have one outlier there, and so the line is drawn to fit the best possible fit of the line, minimize the sum of squared differences between the points and the line.  And you’ll see that here’s a fit.  Now if I just leave all the points the same except for that one outlier, look how the graph changes.  The line jumps down to accommodate that line, and now look how the difference between the alpha, here the alpha was 0.7, and after I changed the outlier, the alpha is 23, and the X has gone from 0.88 to 0.42.  So just that, all the rest of the observations the same, just that one change causes our estimate to be very changed.  So this is the reason why skewness is a problem with ordinary least squares in small and moderate-sized samples.  Single observations can be very influential. 

Now one way we can deal with this problem of skewness is by transforming cost, taking the log of the cost, the natural log, log with base E.  And so here’s an example, if we take the log of $1,000 cost we end up with a number that’s 6.9, if $100,000, 11.5.  And so this essentially, you know, retransforms the variable and makes it a better-behaved variable.  And let’s apply.  Now we have on our Y axis actually the log of cost, and our X, everything is the same as before, but we’ve just made a log transformation.  And see what happens with this influential, this outlier is no longer so influential because the scale has really, has been transformed.  Our alpha changes here from 2.87 to 2.99.  Well, so that’s a little change, but not like before.  Our beta changed here from 0.01 to 0.008, so a little change in the beta. But this helps us deal with outliers. 

And if we take our, remember our distribution of the VHA costs, and we take the log of costs, now it looks something much more well-behaved, more bell-shaped, like a normal-shaped distribution.  So this gets rid of some of the problems about influential outliers, some of the assumptions that we make, that we want to make in order to use an ordinary least squares model.  We could use if log cost was our dependent variable rather than the raw costs.  

And if we look at our, compare our statistics here, so here’s cost.  Here’s log costs.  See the mean and median, once we take the log of the cost, if this is just, remember these are real data on the costs of VHA patients, the mean and median are very similar.  The standard deviation is now much smaller than the mean.  Our skewness is not too bad.  It’s close to zero, which would be in the normal distribution.  Our kurtosis is actually less than three, so it’s a little bit too, too far in the other direction, but it certainly is much more well-behaved than the raw cost in terms of, you know, respect to being normal like. 

So if we estimate a regression like this, it’s an ordinary least squares regression, but the dependent variable is log cost. There’s a couple things to keep in mind.  The parameters are no longer interpretable as raw dollars.  The alpha is the log cost.  Beta is the relative change in cost for each unit change in X.  So if data is 0.1, it means that costs increased 10% for each unit increase in X.  It’s not a raw, but a relative change in cost.  

And then there’s the issue of what do we do if we want to project the cost and control for another variable like the case mix and know what the mean case mix is.  Can we just simply do like before and put in the mean value of our case mix variable and multiply times our beta two and come up with a good estimate of the log, log cost and this Y cost.  Well, there’s a couple of complications in using log costs to do simulations.  

The first question is, so what we’re really asking is if I want to find the cost on the, I estimated the log cost model and now I want to project back into the raw scale, that is the original cost because we’re not really interested in knowing what’s the difference in log cost.  We want to know what the difference is, costs, at Y hat value.  Can we just simply take the antilog of that fitted value and that is, you know, exponentiate what’s on the right-hand side of the regression.  Does that work?  Well, it turns out that it doesn’t and that you’re making a very serious error if you do that.  This, something, because there is something called retransformation bias.  And so what is the fitted value of Y?  So if we work through this with our expectations operator, we find that the antilog, that this, doing this, trying to find Y hat by taking the antilog of that score, the right-hand side, only works if this expectation of the, and that’s at the bottom here, the antilog of the error term, that is the error term exponentiated, if its expected value is equal to one.  Well, is that an assumption that we can make? 

And so the next slide asks that question.  Since the expected value of the error term is zero, can’t we, you know, if we just exponentiate the error term, isn’t that just one?  Because that is, does the, and the last thing in words is to say is the antilog of the expected value the same as the expected value of the antilog of the error terms.  And if you work through this example, you can see that here just this one case with two values shows that it’s not true, that the first, in the first case the expected value, excuse me, the antilog of the expected value is one, and in the second case the expected value of the antilog is 1.5.  It’s this non-linear system.  You can’t make this assumption. And this is just restating this, that these things are not equal and you don’t want to make that assumption. 

Now there is a way, one way of coping with this retransformation bias.  And what I’ve circled in red here is something that’s called the smearing estimator.  And this is a proof developed, you know, this is a kind of a method developed by Naihua Duan.  It’s not the only way of dealing with retransformation bias, but it’s a widely accepted one where you take, and what’s in that red circle there is a smearing estimator, and it is essentially the mean of the antilog of the residuals.  And so this mean of the antilog of the residuals is pretty easy to find.  If you run your ordinary least squares with log cost as your dependent variable, you’ll find your residuals.  You can exponentiate them, that is, find their antilog and then simply take its mean.  So the smearing estimator is usually something greater than one.  You need to scale up a little bit. 

And here’s just an example of what you would do if you were running this in the statistical program SAS.  If you do, here we have our PROC REG, and you see there’s output statement.  You’re keeping the residuals and I just named them ‘my residuals’ so it’s clear that this is a new variable.  Oops, missing semicolon.  That wouldn’t run.  And then you find their antilog.  And so that’s just, you’re exponentiating those residuals over all of the observations in your dataset, and then you find their means.  So this has now become a scalar, a single variable.  And you could save that as a single value and use that to predict your, use that to correct your log cost for, your predicted log cost for retransformation bias.  So save your smearing estimator, predict the log of cost, transfer the log cost back into raw dollars, but you use, there at the bottom you see at the right, we’re multiplying those estimates by the smearing estimator, some number that’s slightly more than one.  And that is one way to deal with retransformation bias.  It’s not acceptable just to ignore it.  Now what, so that’s the smearing estimator. 

What if the thing we want to predict is not just simply intercept plus beta, the cost of the group?  What if there’s other covariates besides the group?  Can we do the trick we did with ordinary least squares and raw cost and just simply evaluate the case mix variable at the mean value?  So this is what this says in mathematical notation, that the predicted log cost is simply, in this case the control group, alpha plus that beta two for the mean case mix variable.  Well, the answer is this doesn’t work and it’s really the same problem as with, that we noted before. The antilog of the mean is not the mean of the antilog.  It’s this non-linear system and we have to instead do something that’s a little bit more complicated.  For every observation that’s in our dataset we have to predict the log cost as if they were in the control group, and then we have to predict for every observation the log cost as if they were in the experimental group.  And then we can retransfer them using the natural units of cost and the smearing estimator.  And then we have to find the mean of these patient level or observation level observations.  It has to do with the nonlinearities in the system, and this is really what you have to do if you’re going to have a nonlinear left-hand side variable.  You’ve got to assimilate it across members of your group as if they had the observation or, you know, hypothetically were in the group or hypothetically weren’t in the group. 

So I’ll just refer you, there’s a full site later on, Naihua Duan’s original paper on retransformation bias.  The smearing estimator makes it’s own assumption about identical variance of errors.  You may remember me saying that that assumption often breaks down with cost data, but there are other methods that can be used, and we’ll take those up in two weeks.  So I’m doing the tease here of trying, of making sure you’ll attend the second lecture.  So the point is that log models can be useful when we have skewed data, but if we’re going to estimate fitted values we need to correct for retransformation bias.  So if we want to say something on the raw scale, back in the cost scale, we have to correct for retransformation bias.  

Now there’s another problem that we talked about.  I’m sorry, Risha.

Moderator:  Sorry.  We have one question that came in if you don’t mind. 

Dr. Paul Barnett:  Not at all.

Moderator:  The question is when interpreting log transformed data, does a data of 0.1 mean a 10% increase for both the natural log as well as the base 10 log transformation?

Dr. Paul Barnett:  So we wouldn’t ordinarily use the base log transfer, use a power of 10 transformation.  Is that what they were asking?

Moderator:  Yes.

Dr. Paul Barnett:  Yeah, so the reason we use a natural log is because it has this nice property that beta is a proportionate, represents a proportionate change, and so in other words a percentage change.  So if the beta is 0.1, it means that for every increase in X, well, say X was just the indicator they’re in the treatment group or not in the treatment group, experimental group or not in the experimental group.  Then if the parameter is 0.1, that means that the experimental group had 10% higher cost.  And so that’s the answer.  And the reason that has to do with the way in which, you know, what’s the marginal effect of X on a log in this system.  If you, when the lecture is over, if you have time and you recall your calculus, the proof of that is worked out on the last slide in the deck here.  And so that’s why we just use natural cost is because that, it gives us this natural interpretation to beta.  Did I answer the question?

Moderator:  Yeah, I think so.  Thank you, Paul.

Dr. Paul Barnett:  Okay.  So the, you recall that we can’t take the log of zero.  So natural log of zero is undefined, and yet we have cases where costs are zero like that example we include the people who are enrolled in the health plan but they didn’t use any care in the year so their costs are zero.  So that seems like you can’t take the log of zero, so maybe the log model doesn’t work.  Some people have gotten around this by taking some small positive number for the zero cost record.  So why not just assign those people, say, we’ll just put in a dollar or put in $10 for them as their annual healthcare cost; that’s close to zero, that will work.  Why not do it that way?  And so I want to illustrate why this is usually not a good idea to try to handle zero cost observations in a log model this way.  

And I’ll get back to my just simple-minded graphical example.  Say I substituted $1 and I fit the line to it.  You see that the line is accommodating all of those observations down on the left.  And now I say, well, maybe I shouldn’t have used $1, maybe I should have used a dime.  And you see that the line is really quite changed.  So when I used $1, the alpha was negative 0.4, and now when I use 10 cents it becomes 2.47 and the beta changes from 0.12 to 0.15.  So just that choice of what’s the small positive value is very influential.  And the reason for this is that the log model assumes that the parameters are linear in logs, that the model is linear in logs.  Thus, it’s assuming that the change between a penny and a dime represents the same relative change as $1,000 to $10,000 or from $10,000 to $100,000.  So you’re making this strong assumption.

It’s possible to do this, use a small positive number in place of zeros, but really if it’s just a few zero cost records are involved and if you can show that the results are not sensitive to your choice of small positive value, but there are really much better methods.  You could use transformation that allows a zero like the square root.  And we’ll talk about, next time, about two-part models and other types of regressions where it’s possible to accommodate the zero cost observations. 

So what about that original classical linear model where we just had raw cost as our dependent variable?  Well, yeah, maybe you can use that if the costs aren’t very skewed or there aren’t too many zero observations and there is a large number of observations.  It certainly has the advantage that your parameter is easy to explain, that alpha is the cost without any of the covariates, and beta is the marginal effect of that X on cost.  So the parameters are intuitive.  You can estimate, even if there’s a few observations with zero cost.  But I think that if you submit that to a peer review journal these days you’re not going to get very far unless you’ve convinced the reviewers that this was fine and you considered alternatives.  So I think that’s, that’s the message is that you really, at least, need to do log costs or some of the more sophisticated methods we’ll talk about next time. 

So just to review here, any other, any other questions before we kind of recapitulate, Risha?

Moderator:  No questions right now.

Dr. Paul Barnett:  Okay.  Well, I’m either very clear or so dense that I’ve got them stymied.  We’ll see.  So we’ll have some time at the end for sure.  

So just to review, cost data aren’t normal.  They can be skewed by high cost outliers and they could be truncated on the left-hand side of the distribution by zero values.  The ordinary least squares or classical linear model assumes that the error term, and hence, the independent, the dependent variable, excuse me, is normally distributed, and this is usually not the case.  And so if we use ordinary least squares, the data that aren’t normal, we can end up with bias parameters because of those influential outliers.  And this is especially true, as Dr. Manning observed, in small and moderate-sized samples. 

Now the log transformation can help out because it can make costs more normally distributed and you could still use ordinary least squares.  It’s not always necessary nor is it the only method of dealing with skewed costs, but if you do, just say, and the meaning of the parameter depends on whether you’re using a linear or a log model.  So in the linear model, beta is the absolute units change of Y, so it’s expressed in raw cost units whereas in the log model, the log dependent variable, beta is a proportionate change in Y for unit change in X, percentage change.  So beta has a very different meaning there.  

We’re going to find a fitted value with linear dependent variables, we can do it just by, with an ordinary least squares using the raw costs as the dependent variable.  We can just use a linear combination of variables and assimilate at the value of the mean for, in this case, case mix.  So that works. But with a log dependent variable, we just can’t take the antilog of that linear combination of parameters and variables.  We’ve got to correct for retransformation bias, which we talked about, and one of the ways to do that is by multiplying that antilog of the fitted value by the smearing estimator, and the smearing estimator is the mean of the antilog of the residuals.  So we take all the residuals, exponentitate them and then find the mean of that exponentitated value. 

So another problem is that cost data have zero observations.  And so when that occurs, since log of zero is not defined, it’s possible to use a small positive value to estimate those, but this is usually not a good idea because it can result in bias parameters, and there are better methods that we will talk at the next session.  So in the next session we will talk about two-part models, sometimes called hurdle models.  The first part is about, did the patient have any costs?  And the second part is what were the costs conditional for patients who did have costs?  Another approach is to use a general linear model that has a link function and make some distributional assumption.  There are non-parametric, you know, rank-based statistical tests that can be used.  And then really, we get to the point, how do you decide which is the best method to use for your data? 

I’ll just mention that if you’re interested in reading more about what I presented here today and guess a little bit of what we’ll cover next week, this is a very good introductory paper by Paul Adair.  If you can’t track it down, send us an email, and we’ll be sure to make a copy available to you.  This should be pretty easy to find at this point.  This one is suitable for people who don’t have, you know, many graduate hours of statistical education but gets you there.  These papers are more complicated, but classics about these issues.  First the classic paper about the smearing estimator that was actually developed for the Rand Health Experiment and then Will Manning’s paper about alternatives to the smearing estimator, although subsequent work that Will and his group did really went quite a bit beyond this.  And I’ll just point out this, our proof about why we like to use natural log of costs is because of this desirable property that beta has an interpretation as percent change. 

So any other, we’d be happy to entertain any questions. 
 
Moderator:  Paul, there are no questions at this time, but I’ll jump in with something since we don’t have the audience members requesting anything at this time.  So you had mentioned…

Dr. Paul Barnett:  They’re probably busy typing, I hope. 

Moderator:  So yes.  Everybody, please send in any and all questions you have our way.  We’re happy to field any questions that you may have.  Paul, you mentioned about predicting cost in the face of skewed cost observations, and this is something that you and I have been working on for a few months on another one of our projects.  And I think it might be useful to speak a little bit more about how one does that.  Can you chat a little bit more about how one handles covariate values when predicting cost?

Dr. Paul Barnett:  Yes.  So maybe I’ll take us back up to this.  So we want to do, if we’re predicting cost and it’s a non-linear system, we can’t just take, evaluate it at the mean value of the case mix variables.  So unlike the linear model, it won’t work because it’s in this non-linear system.  We really have to go through and say we want to know what’s the mean cost in a given scenario, like what’s the mean cost in the control group given their case mix.  We can’t evaluate the parameter at the mean value of the case mix.  We actually have to evaluate the control group parameter for every person as if they were in the control group and find the mean of those costs.  And there is some variation there and there’s ways to characterize that variation.  

But the point is, in the linear model, let’s see, we wrote it here for the linear model.  We can just simply do, sorry, I’m scrolling fast and being very confusing here.  This is what we do in the linear model.  And we can just take this mean value of Z and plug it in and so this linear combination of the parameters is going to work out.  But once we get involved in, if the left-hand side now is log cost, we can’t do it this way.  We’ve got to actually find the log cost for every observation in our dataset as if they have some particular value of X and whatever value of Z that that person had, and then go on to the next one and do it for them.  And then find the mean across all those people, with the smearing estimator applied.  And it just has to do with the fact that this is a non-linear system.  Does that answer the question?

Moderator:  Yeah, I think so.  So it sounds like, so what happens is you keep your dataset in its original format, except for you replace your mean effect with either a zero or a one, or whatever value it might take, while leaving all of the other covariates for that individual observation intact.

Dr. Paul Barnett:  That’s right.  And so, this is, oops, that’s not it.  That was what we were saying here.  Just create this hypothetical line, hypothetical value for each case, and then retransform them and find over everybody’s observation what their mean value is.

Moderator:  Great.  So no other questions right now.  Folks, if you have anything that you’d like to ask, no question is too small.  So please don’t be shy about sending in your questions.

Rob:  Risha, I’m seeing a few questions.  I’m surprised that you can’t see them in the tool.

Moderator:  Oh, I’m sorry.  You know, it looks like it’s, my box is very small and it’s been hidden.  It looks like I’m not able to expand to properly read these.  Is this something that you can…

Rob:  I certainly can.

Moderator:  …read out for us, Rob?  Thank you.

Rob:  The first question that came in a little while ago was what goes into calculating annual cost by patient?

Dr. Paul Barnett:  So in this case we, I believe we used the HERC Average Cost Dataset.  And so HERC has created a dataset that summarizes our estimated cost based on the clinical characteristics of the different encounters by the patient.  So we simply use that HERC annual cost database [inaudible 47:01] are characterizing it here.  It’s sort of up to you to decide what costs you want to incur, but you know, I think this is a good example because it’s real life.  It’s what VA spends on care of these patients or one estimate of that.

Rob:  Okay, thank you. 

Dr. Paul Barnett:  In the literature exam, you got it?

Moderator:  I think so, yeah.

Dr. Paul Barnett:  Go ahead, Risha.

Moderator:  I figured out a way to expand and see these questions.  So the next question is what if both X and Y data are actually ratios?  Does that affect the type of model you choose in order to derive an estimate of beta?

Dr. Paul Barnett:  Well, so the Y is cost, so we wouldn’t be thinking about that as a ratio, although I suppose it’s possible to do that.  So if your explanatory variable is a ratio, it’s still, I think that you need to be careful about assumptions about linearity, that you might want to have, think about any time we have a continuous variable as an independent variable on the right-hand side.  Say it’s age that we’re explaining.  If we just put age as a parameter, then we’re making this strong assumption that the beta is proportionate, represents the effective age, and someone is one year older has beta more cost.  And if they’re 10 years older, they have 10 times beta cost.  And if they’re a 1,000 older, they have 1,000 times beta in cost.  So, obviously that’s outside the range of probability, but it’s also a very strong assumption.  And so you, what one wants to do is allow for, you know, not to make the assumption that it’s strictly linear.   And so that would be true if one of your X variables was a ratio.  You want to be careful not to assume that it’s linear.  And so there are various ways of doing it.  What I like to do is first just kind of create some indicators of variables that are in the range, and you get a feel for what the possible shape of the function.  A lot of times people will estimate, take that continuous variable, say it’s age or something else, and they will create a polynomial out of it; age, age squared, age cubed.  There are lots of different approaches to this.  It’s not really a feature of the cost, of cost data about how to do that, though.  So I probably won’t go, you know, digress too much further because this is a problem in any regression.

Moderator:  Okay.  There is one question about how to deal with people who have no medical expenditures in cost-related analyses, but I believe that’s what you’ll be speaking about in two weeks, correct?

Dr. Paul Barnett:  That’s right.  But in summary, there is a way to do a general linear model where we have, expect, it looks at rather than actually log of cost, it’s that, well, let’s just say it accommodates the zero.  And we’ll get to it in two weeks.  It’s possible to accommodate zero observations in some models and there are various ways of doing it depending on how important the zeros are in your study.

Moderator:  Okay.  One user says that she’s working with DoD military health system data and rather than working with cost of dollar amounts, she’s using a relative value unit, which is an estimate of the labor and the materials.  And she’s asking whether the information about using costs as a variable, from today’s webinar, applied if you were using RVUs?

Dr. Paul Barnett:  Yes, I think so as long as the RVUs are consistent.  That is, that every RVU has the same value.  So if you look at the RVUs that are used to reimburse U.S. physicians, that Medicare uses to reimburse U.S. physicians, they, you know, the given procedure has got, is 10 RVUs and Medicare reimburses the doctor essentially $35 per RVU.  So it’s just your, you’re just multiplying by a constant.  The only thing I would worry about is if the RVUs are, you know, for surgery are consistent with RVUs for inpatient stay or outpatient visits, they’re the same relative value.  But, yes, it’s just another way, it’s just like converting it to, rather than, you could convert from dollars to euros or dollars to pounds or dollars to Canadian dollars, but you’re just converting from dollars to RVUs, so it’s really all the same thing.  It’s just a different measure, unit of measure.  But the same issues with skewness and zeros and all that are going to occur even in an RVU analysis. 

Moderator:  Another audience member is asking whether it’s ever appropriate to remove outliers and place them in their own group for separate analysis?

Dr. Paul Barnett:  Well, the first thing I think a lot of times people like to do is to try to manipulate the outliers or, you know, massage them or trim them or, you know, I’ll take 1% off the top and 1% off the bottom, that sort of thing.  And I always worry about that, doing that.  I think that outliers have to be part of the entire analysis.  And I think that’s challenging thing, and Risha, you know, you have the scars to show is on this, is when you have a dataset is that, oftentimes you don’t have the explanatory variables that tell you why that person is an outlier, and that is really a challenge in cost modeling.  But I don’t think you want to, you know, take them out and model them separately.  I think that would be a mistake because it seems like there’s some fundamental statistical rules that you’re doing if you separate people out based on their, you know, the value of the dependent variable, put them into a separate regression or a separate analysis.  You know, the challenge is to find the independent variable and actually show why there are outliers.  And typically, we’ll get to talk about model fit next time, but typically the problem is it’s very difficult to predict the extremes, the extreme high cost outliers and also the extreme low costs outliers. 

[bookmark: _GoBack][ END OF AUDIO ]

