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Moderator: So without further ado, we are at the top of the hour. And I would like to introduce our presenters for today. We have Dr. Alrik Thiem. He’s a postdoctoral researcher at the Department of Philosophy in the University of Geneva. And joining him today is Dr. Michael Baumgartner. He is an SNSF professor in the Department of Philosophy at the University of Geneva. We are very thankful for both of them joining us today. And at this time I’d like to turn it over to Dr. Baumgartner.

Dr. Michael Baumgartner: Yes. Hello, everybody. My name is Michael Baumgartner. My cohost today, as already introduced, is Alrik Thiem. I hope everybody can see my slides now. 

Dr. Michael Baumgartner: So thank you all for joining us today and for giving us the opportunity to present our work to you. We are going to talk about two methods of causal data analysis. One is called QCA and the other is called CNA. And before I decipher those acronyms, let me be transparent about our own scientific backgrounds. Neither Alrik nor I are health researchers. We are both methodologists who have worked on the development of these two methods for several years now. 

And the purpose of this presentation essentially is just to introduce these relatively new research methods to a larger audience in the health sciences. And of course we hope that some of you might find QCA and/or CNA interesting or useful for your own research in the health sciences. 

So after having been transparent with our own general background, let us get started with sort of asking you a poll question about your background, at least as far as prior knowledge in these two methods, QCA and CNA is concerned. Are you absolute beginners? Do you have some limited working knowledge in these methods already, even intermediate or advanced knowledge maybe? Or would you consider yourself experts in these methods? Please give us a quick answer by filling out this poll. 

Moderator: 60% of our respondents consider themselves absolute beginners, 26% have limited working knowledge, 9% intermediate knowledge, 4% advanced knowledge, and 0% consider themselves...

Dr. Michael Baumgartner: So then let’s proceed to deciphering the acronyms. QCA stands for Qualitative Comparative Analysis. Coincidence, CNA stands for Coincidence Analysis. Right away let me sort of add a note as to these names. The attribute qualitative in QCA does not indicate that QCA is in any way related to interpretative or ethnographic research methods that are commonly known under the label qualitative. Rather the approach is clearly mathematical and quantitative in that sense. Both QCA and CNA are available as R packages, as we will see today. It’s just that QCA is based on a different branch in mathematics than traditional statistical [xxxx 4:33] regression-analytic methods. 

The label qualitative was chosen by QCA’s founding father, Charles Ragin, in the late 1980s to reflect the fact that QCA is a case-based research method. What that means will become clear as we go along.

Likewise, the label coincidence in coincidence analysis is not meant to say that CNA would be concerned with sort of chance occurrences or coincidences. Rather it just means that CNA analyzes causal relationships among factors that are coincidentally instantiated, instantiated in the same unit health observation. 

Okay, QCA and CNA are both what is known as configurational or comparative methods of causal data analysis. They investigate so-called implicational or Boolean hypotheses. An example is given here. For instance, an implicational hypothesis might say that a variable X taking a specific value, one, is minimally sufficient and/or necessary for another variable, Y, taking another value, zero. So the implicational hypothesis states the dependency between values of variables.

By contrast, regression analytic methods investigate covariational hypotheses. An example is given here. For instance, a covariational hypothesis might claim that the more or less, the higher or lower the value of X, the more or less, the higher or lower the value of Y. So a regression analytic method or a covariational hypothesis states the dependency between variables X and Y. An implicational hypothesis states dependency between values, specific values of variables. Configurational methods are rooted in Boolean Algebra, the branch of mathematics called Boolean Algebra. Regression analysis, as you probably know, is rooted in the branch of mathematics that is called linear algebra. 

There’s a number of other differences between these two strands in our methods. We have a recent paper where we discuss all these differences in detail. It’s called Still Lost in Translation. The detailed references are given in the back of the slides if you’re interested. 

Okay, now let’s look at sort of the concrete problem to be solved by QCA and CNA, and for that we look at a very simple example. Suppose we are dealing with a simple common cold structure that has this form. So we have cause B that has two parallel effects, C and E, and for each of them there is an additional independent alternative cause. So you can think of this structure, for instance, in these terms here, where B represents smoking, C represents yellow fingers, E represents coughing. Yellow fingers can also be brought about by painting with a yellow color, and coughing can also be brought about by having cold. 

Now to keep things simple, let’s assume that this is sort of the whole causal structure regulating the behavior of C and E. If that’s the case and we do a study on the five factors, what we will find in the data are eight possible configurations of these five factors.

So, for instance, we both find people that paint, that smoke, that have yellow fingers, colds, and that cough. And we will find people that have all of these properties except for having colds or all of these properties except for being smokers, and so forth. And we will find people that have neither of these five properties. Certain configurations we won’t find. For instance, we won’t find configurations of A and [inaudible 9:38 to 9:40] not C. According to this structure, whenever we see A, whenever somebody has the property A, the person also has the property C, or whenever the person has the property B, he or she also has the property C. But in the ideal case, if we do an exhaustive collection of data, we’ll find cases, units of observation, subjects that all fall into one of these eight configurations. And the problem to be solved by QCA and CNA is simply to infer back to the data-generating structure from configurational data that looks like this. 

Okay, now all of you who have been in the business of causal inference or causal modeling inferring to causation from empirical data know that this is an incredibly tricky affair, mainly because causation is simply not directly visible in empirical data. Therefore, any method of causal inference must try to somehow indirectly infer back to causation from dependency structures that are empirically visible. 

So, for instance, from regularities, from covariations, correlations, the dependencies of probabilities raising, for instance, any sort of empirically visible dependency can be used to infer back to causation. And QCA and CNA, what they look for in data is what is called Boolean dependency structures. 

And there are two Boolean dependencies that are of particular relevance here, namely sufficiency and necessity. A is set to be sufficient for B, if and only if, all cases featuring A also feature B, so if A is a subset of B.  And necessity is, in a sense, the converse, A is necessary for B, if all Bs are As, or B is a subset of A. 

So when we go back to the example and now we want to investigate the causes of coughing. So we’re interested in the causes of E. So we say E is our outcome. We want to find out about the causes of E based on this simple data example. What QCA and CNA will do is they will first search for sufficient and necessary conditions among the other factors in the data set. 

So, for instance, they will start at the top of the list here and just ask is the configuration A, B, C, D sufficient for E? Is it the case that all painters that smoke, that have yellow fingers, and that have colds, are all of these people also people that cough, which is the case in our simple data example here because we don’t find the configuration anywhere where A, B, C, D would be configured with not E. The same holds for the second configuration. A, B, C, not D is also sufficient for E in our data here because nowhere is this configuration combined with not E. And if we go through the whole table and do an exhaustive search for sufficiency and necessity relations, what we will come up with is this complex Boolean dependency structure. 

We will find that A, B, C, D; or A, B, C, not D; or A, not B, C, D and so forth, all of these guys, they are sufficient for E.  And whenever we see E in our data here, here and here and here and here and here, we also find one of the corresponding sufficient conditions. So this whole or concatenation here, this whole disjunction, is necessary for E in our data. Without any of these disjuncts here, any of these configurations, E does not occur.

But what you can see here easily is that this complex dependency structure in no way tracks causation. I mean here, for instance, we have A, being a painter, as part of the sufficient condition of coughing, but obviously painting does not cause coughing. Or having yellow fingers appears as part of the sufficient condition of coughing, but there is no causal connection between yellow fingers and coughing. So, and this, in fact, holds for most relations of sufficiency and necessity. Most of them have absolutely nothing to do with causation. 

The Boolean dependency structure in our example here that actually tracks the causes of E is this one, this very simple one. The only two causes of E here are B and D. And here we have B or D both being sufficient and necessary for E. So this is the Boolean dependency structure that is causally interpretable, that allows this for inferring back to causation. This one has nothing to do with causation. 

So the big question now is how do we get from here to here? And the answer is via redundancy elimination. What that means I can briefly illustrate with our example. So take the first sufficient condition, A, B, C, D, and see what happens if I just eliminate A. It turns out that the remainder, B,C, D is still sufficient for E. Whenever we have B,C, D here and here, we also have E. So whether A is there or not doesn’t make a difference to whether E occurs. The remainder is still sufficient. I can also eliminate B, be left with C, D, and I find that C, D alone is still sufficient for E. Whenever I have C, D, I also have E. So B doesn’t make a difference here. And I can eliminate C and I’m still left with a sufficient condition, namely D. Whenever D is given, E is given. 

And in the second configuration, for the second sufficient condition I can eliminate everything but B, and I find that B alone is sufficient for E. Whenever I have B, I have E. So by rigorously eliminating redundant elements from this complex structure, I can boil it down to the Boolean dependency structure that allows to infer back to causation. 

So the procedural core of both QCA and CNA consists in algorithms that rigorously eliminate all redundancies from relations of sufficiency and necessity. What we are interested in ultimately is not sufficiency and necessity, per se, but minimal sufficiency, redundancy-free sufficiency and minimal necessity, redundancy-free necessity. 

And the ultimate output of QCA and CNA is a redundancy-free, Boolean dependency structure. More formally put, it outputs, the method outputs minimally necessary disjunctions or connections of minimally sufficient conditions of modeled outcomes. And these redundancy-free dependency structures track causation, represent causation, allow for inferring back to causation. 

Okay, and now I turn it over to Alrik who will tell us more about the details of how QCA does that. 

Dr. Alrik Thiem: Okay. Hello, everyone. My name is Alrik Thiem, and I will now first provide you with a very brief introduction to the method of qualitative comparative analysis, or in short, QCA. 

Now QCA is currently the most prominent configuration method. And because you are all health researchers, let me provide you with a small figure here that shows the distribution of currently about 760 applied articles that have appeared since the mid 1980s across the different disciplines. 
And as you can see here on this slide, public health and health policy have a share of about 5%, but what you cannot see from this figure but what I can see from the data that I have on QCA is that public health is one of the areas that is growing fastest with respect to the application of QCA. 

So if you’ve never heard of QCA before, and 60% of you are absolute beginners, that’s probably not surprising given the vast number of journals in the health sciences. But a large number of these journals have self-published QCA-related research and it’s increasingly visible. 

I think the best way to learn about QCA in this brief period of time is not by probably introducing more theoretics to you but by introducing an example study from the health sciences that has used QCA and one that many of you might be familiar with. And it is a study by Leila Kahwati and coauthors called “Best Practices in the Veterans Health Administration’s MOVE! Weight Management Program.” Now I’m not familiar and nor is Michael with this weight management program but some of you might be. The background to this study is that obesity seems to be a substantial problem in the VHA, and in consequence of this, VHA has developed and disseminated this program to its medical facilities in 2006. 

And the authors constitute in this study that after several years program implementation seems to have been very variable. And they would like to explore the success and the variation of the program's implementation to identify the structures, policies, or processes that are associated with the larger patient weight loss outcome in contrast to less successful outcomes. The method they chose is qualitative comparative analysis, and they explicitly used it to identify the combinations of conditions that were associated with more successful outcomes. So it’s really back here to what Michael has already said. What we’re looking here for is combinations of specific values of factors rather than the isolated effect of individual variables. 

Just to give you a brief idea of what the data that QCA processes have to look like, now because QCA and CNA focus on factors taking on specific values, they cannot easily treat continuous variables. So the factors that they have to process need to be categorical. And the data that the authors of this study use looks like this where they analyzed 22 facilities in the VHA, and the outcome was represented in the first column. So they wanted to know which combination of conditions might be responsible for more successful outcomes, i.e., larger numbers of patient weight loss. 

Each of these factors is dichotomous, meaning that you can either have only the presence of some condition or the absence. Now it’s possible with QCA to also treat and process multi-categorical factors, which is then called multi-value QCA. But here they decided to use the most basic variant of QCA. Now larger numbers of patient weight loss outcomes is what’s called the endogenous factor in QCA. And all the other factors, they have 17 here now, up to 7 on this slide, and these are the remaining factors. They have 17 factors, but given that that they only have 22 observations, this number of factors is way too high. It’s way too large. 

So what we are going to show here is a sort of a snapshot of, or a subset, an analysis with a subset of the factors that Leila Kahwati and coauthors used. Before I do so, before I go into the analysis, let me just show you the work flow of QCA so as to give you some idea how QCA is working and what the different phases are. 

QCA begins with raw data. These are the data that we’ve just seen in the table. So the input to QCA is just any regular dataset with N, number of observations, and K, number of variables. Because QCA and CNA can only treat categorical factors, data first, that are in this format first have to be calibrated. 

So Kahwati et al. calibrated their outcome, for example. Their initial variable was a percentage share of weight loss, and they transformed that into two values, high weight loss and low weight loss, or not high weight loss. 

So we have to calibrate this data, after which they’re called configurational data and suitable for analysis with QCA. From the raw data, a truth table is then formed.  And in this truth table, or to form this truth table, what we first need are inclusion cut-offs and so-called frequency cut-offs. What these are, I'll show you in a second. And the truth table consists of a simple matrix of so-called minterms. These are the configurations that you have seen on Michael’s table on the causes of coughing. Plus an output value for each minterm whether the minterm is sufficient for the outcome being analyzed or not. So if it is sufficient, it is called positive minterm. If it is not sufficient, it is called a negative minterm. 

But we’ve also already seen that this is not the end of the story. What QCA, what core process of QCA is redundancy elimination. And the truth table provides the input to this minimization process. In the first stage, sufficient configurations are minimized. In the second step, a PI chart, a so-called PI chart is created, which lists all positive minterms in the columns and so-called prime implicants, these are the minimally sufficient conditions, in its rows. And then the algorithm selects essential and inessential prime implicants. We will see this in a second. The solution of QCA will be a set of models that fit the analyzed data equally well. In the example we had with Michael, that Michael showed you, there was simply one model. But it often happens that there are several models fitting the analyzed data equally well. These models can then be interpreted causally. But sometimes, as I said, you might have many models. And in this case there are some strategies that you could use for at least drawing some tentative causal conclusions, namely to look for essential prime implicants. 

But let's do the slide. Okay.  What you see here now is a simple text editor for R. Now R is a statistical environment. It’s a computing language. And we both have software packages developed for QCA and CNA. The package I’ll load here now is called QCApro, which is software for performing and evaluating QCA. And all I’ve done now is just to load the package into my R software. And here I’m simply reading in the data that Liela Kahwati and coauthors collected. And here you just simply see the first six observations from these 22 observations. As I’ve already said, 17 factors is way too many for a number of 22 observations. So what I’m going to do here now is to select five factors out of these 17 that we have found to be suitable for the purpose of this demonstration seminar here. 

So if I’ve picked five factors, it’s not important here at this stage and in this context to explain what these factors mean, but I can just briefly mention them. So we have the use of a Standout Program curriculum, the use of a mighty disciplinary team approach. We have high facility complexity, i.e., VA medical centers and hospitals. We have the act of involvement of a physician in the MOVE! program. And we have as the last factor high program accountability to reach the leadership. 

So with these five factors we are going to try to explain larger patient weight loss outcomes. With this command that I’m going to run now, the truth table is created from the data. And a truth table in QCA looks like this. So here you can see all the configurations that can be observed in the data. And because we have five factors and each factor has two values, they are, theoretically speaking, two to the power of five, namely 32 different configurations that are possible. We do not observe all of them in the data, only those that are shown here. So these are called, in QCA, the minterms. So we have one minterm. Here in row two we have another one, and in row 32 we have the minterm that includes the presence of all factors. 

Now what QCA is doing is to ask whether this minterm is sufficient for the analyzed outcome. If it is sufficient, that minterm receives a one on the output value. Now here we see that case 16, facility 16, wasn’t that successful in reducing patient weight. So it receives, that minterm receives a zero on the output value. In contrast, minterm 18, which is case number nine, was successful. So the hypothesis that this minterm is sufficient for the outcome can be evaluated positively, and this is based on an inclusion cut-off. Here I’ve set an inclusion cut-off of 0.75, which means that at least three cases out of four must show a successful outcome before the minterm can be evaluated as a positive minterm. 

For example, as you see here, minterm 32, we have two cases, only two cases that have been successful, two facilities, and three facilities that have been unsuccessful. So that means that the inclusion score is only 0.4; 0.4 is below 0.75, and this minterm is coded negative in consequence. So it doesn’t count as being sufficient for the analyzed outcome. This is what the truth table is. So a truth table is basically just a summary display of the data, conditional on a set of parameters that we set. 

The second parameter besides the inclusion cut-off is the so-called frequency cut-off. Now this is just a number that specifies the number of cases that is necessary to evaluate the hypothesis. In minterm one, two, and seven, you see that there’s only one case, respectively. If I had set the frequency cut-off to N equals two, these minterms would not have shown up in the truth table. They would have been disregarded as if they had been inexistent. 

So one can specify the number of cases that should at least be present in order for QCA to evaluate, to start evaluating the hypothesis. Once we’ve got the minterm, as I said, once we've got the minterms in the truth table, that is put into the algorithm and minimized to yield the so-called PI chart. This is done in QCApro via the eQMC function. Now I simply feed the truth table that I’ve just made into this function, and I simply tell it to display all the details and to also show the cases. 

So now you can see the solution, the two models that result from this analyzed truth table. In the example Michael gave in the beginning, we only had one model, one very simple model for explaining coughing. Now in this case with this data, with these data, these factors and the 22 facilities, it’s not possible for QCA to tell which of these models is the true model. We simply don’t know. The data do not allow inferring such a conclusion. 

But what do we see here? So there are two models, as I said. LNP is simply the outcome. And we have a combination of not X12 and X14 or, the plus stand for or, the disjunction, X12 and not X14 or, and then you see two paths, two causal paths that are put into brackets. Those paths that are not put into brackets are the essential prime implicants. These causal paths need to be present. There can be no doubt about the relevance of these two PIs, these two prime implicants, and this is because, and this is why they are displayed in the header of this table. So these are two essential prime implicants. 

If you run QCA on empirical data and you have these ambiguities, you can at least say that there is sufficient evidence that the essential prime implicants allow some causal conclusions. So the inclusion cut-off we’ve already treated here. There is, I’ve summarized this information with more theoretical background and formulas on the slide for you to review it. But there’s another parameter of fit that we need which is called coverage, and I’m not going to go through the slide. This is just for you to review after the presentation. I will explain it using the empirical example and the data. 

So it’s often the case that we have cases that show the outcome but that are not covered by the solution, which is the case here. We have two cases that have a successful outcome but that are not part of the solution because the inclusion cut-off was too low to include them in the minimization process. As a result, the coverage of each model, M1 and M2, is not perfect. But it is below unity. Here it is 0.81. Why? Because we have 11 cases, 11 successful facilities. And since there are two, since there are two cases that have been excluded, two successful cases that have been excluded, we can only explain nine successful cases, not 11. And nine divided over 11 yields 0.81, the coverage here.

It sometimes happens also, this is what's called, what I’ve just mentioned here is called raw coverage. There’s another version of coverage that’s called unique coverage, and that means that sometimes cases, several cases or a single case, is explained by more than one causal path. And unique coverage now filters out the number of cases that are individual to this path. 

So, as you can see here, that prime implicant has the unique coverage of 0.09, or 9%, and that also, even though two cases are covered by prime implicant three and only one case is covered by prime implicant four. Now they have the same unique coverage because case number nine, facility number nine, is a member of both these prime implicants. So it could be that either this is the explanation for case nine or that it cannot be decided. 

The prime implicant chart, which is the product that resides from phase two looks like this where we find minimally necessary conditions, i.e., the minimally necessary disjunction. And as I’ve said, the causal paths are mentioned or listed in the rows and the positive minterms in the columns. So what QCA is doing behind the background is to simply select prime implicants in such a way that all these columns are covered. This is the second step of QCA. But this is just a technical explanation, but certainly something that is of importance and that might be of interest to you. So what’s important in QCA at the end of the day is this part, the solution and the number of models that make up the solution. 

And with this I’m going to turn over to Michael for a brief explanation of CNA using the same data.

Dr. Michael Baumgartner: Okay. So let’s look at the same thing from the perspective of CNA. Very briefly, the input into CNA is exactly the same as the input into QCA. We can give it lists of configurations of dichotomous factors, so-called crisp set data. We can give it lists of configurations of multi-value factors, or, and Alrik didn’t mention that, but that’s also a possibility in QCA. We can give QCA and CNA lists of configurations of variables that take values from the interval zero one such that these values are interpreted as membership scores in fuzzy sets. 

Also, CNA works with the same parameters of model fit consistency or inclusion, as Alrik called it, and coverage. Consistency or inclusion just measures the degree to which a condition is sufficient for the outcome. Coverage measures the degree to which a condition or a combination of conditions is necessary for the outcome. These parameters are needed to deal with noisy data. Typically in real life data we won’t find perfectly consistent and perfectly covering conditions and models. We have to be permissive and lower our expectations a bit. So the lowest bound at which we can set consistency and coverage in CNA is 0.75. 

And then one important difference to QCA is that CNA does not require that you tell it what factor in your data the outcome is. You saw that in Alrik’s presentation in order to run QCA you need to tell the algorithm which factor it needs to treat as outcome, and that’s not required in CNA. It can infer that from the data. If you have prior causal knowledge about what causes what in your data, which obviously is often the case, you can give this information to CNA in terms of an optional argument called causal ordering. So an ordering like this, for instance, would tell the algorithm that factors A and B are causally before factors C and D, which are causally before E. 

Okay, now the main difference to QCA is that CNA not only searches for atomic causal models that have exactly one outcome and treat all the remaining factors in your data as exogenous, CNA also searches for complex causal structures, so multi-outcome structures. For instance, it will find common cause structures like this where we have causes with multiple effects, or it will find causal chains like this where A causes C and C causes E. 

Okay, now let's also go straight to the practical application of this. There is, as Alrik already mentioned, an R package called cna, lowercase cna, that implements cna for R. There’s an extensive documentation where all the functions and arguments are explained theoretically and there are examples for all of them. Now what I’m going to do here is simply use the same data set that Alrik used for his illustration from the study, Kahwati et al., the study on weight loss. Again, the whole data set looks like this. It’s true complex format illustration purposes. So I’m going to draw a sub-table, just as Alrik did before, for my illustration. Only five factors that we want to investigate for whether they cause weight loss or not. Again, it’s the same factors that Alrik just used, X2, X3, X12, X14. Their interpretation is given here once again. 

So now for a first CNA run, I just call up the function and give it the name of the data. I call it dot here. And then I give it the model fit parameters that I want the models to satisfy. In this case I start with perfect model fit, and I assume I know nothing about what the underlying causal structure is. So I don’t provide an ordering. All I tell the algorithm is try to find perfect models for this data. And what I get back [inaudible 46:33 to 46:36] from CNA when I run this is a list first of minimally sufficient conditions for each factor in the data. So what CNA does basically, it just tries to model each factor here as an outcome. And if it succeeds in being able to account for the behavior of a factor in terms of the other factors, it issues that as a causal model. 

So here it first finds minimally sufficient conditions for L and P. They’re all perfectly consistent, or the inclusion score is perfect for all of them. Then it finds minimally sufficient conditions for X12, for X14, for X7 [inaudible 47:23] X17 and finds minimally sufficient conditions for all the factors in our data, but it doesn’t find any solutions. It doesn’t find any causal models, the reason being that it cannot combine these sufficient conditions to a necessary condition that would meet the coverage threshold that we set. We can not have perfect coverage for our models. Therefore, CNA here doesn’t output any causal models. 

Now from Alrik’s previous analysis, we already know at what coverage range we will find models. It’s about 0.8. If I wouldn’t already know this, I would just start to gradually lower my coverage requirements, for instance, in steps of .05. But since I already know that I won’t find anything at 0.9 or 0.95, I go directly to .08, run a second analysis, and now what I get back from CNA is first, again, the whole list with sufficient conditions, but then I’ll make solution formulas. It succeeds in building causal models for LNP, which is the weight loss outcome. It’s two models which are exactly the same as the ones we got previously from QCA, but now CNA tells us it could also be that X12 is the outcome here or X2. 

So based on the data alone, it’s not possible to determine whether the causal influence goes from, let’s say they used the standard program curriculum to weight loss or whether it goes the other way around from weight loss to choice of the program. That’s not contained in the data, but obviously we know that from background knowledge that we always have to first choose a specific program and only after that we’ll see an effect on weight loss. So we know that X2 will be instantiated temporarily prior to LNP, so LNP cannot be a cause of X2. 

I can give this background knowledge, which is not contained in the data to CNA via this, excuse me, via this optional argument of causal ordering. And this ordering here simply tells the algorithm that the elements in this character vector cannot be causes of this factor. 

If I re-run, if I apply the procedure with this setting, what I get back is only the two models for LNP that we already recovered with QCA before. The other models are no longer viable options. But now I might say, okay, there could be sort of a more complex causal structure behind this phenomenon. For instance, at least from a layman’s perspective it might seem that, well the choice of let’s say, multidisciplinary team approach will have certain implications on the complexity of the facility you use. The more multidisciplinary you want to go, probably the higher the facility complexity data that is needed. So there might be causal dependencies between these factors here again. 

So what I do now is I give CNA a more complex ordering. I tell it, okay, so these two guys, X2 and X3, are certainly on the top level. Then we have a mid-range set of factors, X12, X14, X17, and on the lowest level of the causal structure we have, excuse me, we have LNP. If I run CNA with that setting, what I get apart from models for LNP, I indeed get a causal model for X12, which was anticipated. So it turns out that there is actually really a dependency between the model disciplinary team approach and the complexity of the facility that is needed, and I can go more fine grained. I can, instead of only a three-level ordering, I can give  CNA a four-level ordering like this where I have a top level, X2 and X3; a mid-level, X12, X17; then I have X14 and LNP. If I run the algorithm like this, I get models for LNP for X12 and X14. So we’re in fact dealing with a causal chain that leads from X3 to X12, from X12 to X14, and from X14 to LNP. The main difference between CNA and QCA is that CNA recovers multi-outcome structures, whereas QCA focuses on the direct causes of one predefined outcome. 

Okay, with that we have reached the end of our presentation. We have a number of slides with further resources, resources on QCA. There’s websites and papers where you can find additional information about QCA, further resources about CNA, and finally, general resources on configurational methods. 

Well, thank you, everybody, for listening, and again for giving us the opportunity to present this to you today. And now we’re happy to take the little remaining time that we have, a couple of questions. 

Moderator: Thank you for the great introduction to QCA. As QCA must have dichotomous results, zero or one, is there a way to use other mathematical tools to decide where to make the semi-arbitrary cut-off from continuous data?

Dr. Michael Baumgartner: I’d say that’s a question for Alrik. 

Moderator: I believe so. 

Dr. Alrik Thiem: Yes. I guess so, yes. Yeah, there are certain methods to do dichotomization. What most methodologists of QCA propose is to use substantive knowledge for choosing this cut-off. So if you have theoretical reasons to choose a particular cut-off, for example, because they’re predefined concepts like, for example, the World Health Organization or the World Trade Organization defines developed countries, less developed countries, and so on the basis of a per capita income, continuous per capita income scale, you can either choose those or some people prefer to use empirical techniques that might find some kind of a significant break in the data between two values or two clusters of values. And that could be used, for example, for dichotomization. 

But as I’ve already said, there’s no need to dichotomize. You can also use multiple categories, but then what you have to consider is that the more categories you insert, the more categories you choose, the higher the demands on the data. So, more categories usually require more data for QCA to process and to yield some informative conclusions. 

Moderator: Thank you for that reply. The next question: Based on comment that MOVE! analysis is looking at 70 factors but only with 22 facility data observations, Dr. Thiem chose to select five factors to analyze for 22 facilities. Is there a rule of thumb for the ratio of factors to observations for which QCA can look for possible causation?

Dr. Alrik Thiem: No, there’s not. It depends on the data. For example, theoretically speaking, it is also possible to analyze two cases with 20 factors. Theoretically speaking, that’s possible. Algorithmically speaking, there are limits. And this is what, for example, Michael and I are working on to develop algorithms that make it possible to go beyond these limits and to take the structure of the data into account when analyzing causal structures. It’s always a safe bet to use fewer causes in terms of the algorithmic speed, but that doesn’t necessarily mean that the study will be of higher quality. But theoretically speaking, and this is what I can maintain and what I can constitute here, is that there is no natural limit to the number of factors given a certain number of cases. 

Moderator: Thank you for that reply. Gentlemen, we are approaching the top of the hour but we have several pending questions. Are you able to stay on so we can capture the answers in the recording video?

Dr. Michael Baumgartner: Sure.

Dr. Alrik Thiem: Yes.

Moderator: Excellent. Thank you. So for any attendees that do need to drop off, as you exit the session please wait just a second while the feedback survey populates on your screen and take just a moment to fill out those questions. It’s very helpful for us. 

And the next question: Please give a “real world” easy example of the problem if con equals cov [phonetic] is greater than 0.75 consistency and coverage. And I can type that into the chat function if you guys need to see this in order to understand the acronym. So go ahead and go into the chat section gentlemen, and I will type that in there. So again, it’s please give a “real world” easy example of problem if con equals cov [phonetic] is less than 0.75 consistency and coverage. 

Dr. Alrik Thiem:  Michael?

Dr. Michael Baumgartner: I’m a bit confused by this question because the lower you go on consistency and coverage, the higher the risk of committing causal fallacies. So you don’t really want to go below .75, I would say. So if you cannot meet a consistency and coverage threshold of .75,  if you’re data doesn’t allow you to model, to do output models that meets that cut-off, I would personally abstain from drawing any causal conclusions because the risk of concluding something false is simply way too high. So even if there is, I mean there’s probably, there's lots of real world cases where we have data that is just too noisy to meet .75 threshold but abstain from inferring anything causal from this kind of data. If you can’t meet that threshold, you have to go back to your data, try to collect different data, recalibrate, just try to get cleaner, less noisy data. 

Moderator: Thank you. The next question: Thank you for the great presentation. Are there examples of QCA, CNA used in the medical literature? For example, can it be used to determine a set of symptoms to predict an outcome like a specific disease? How are the outputs typically reported?

Dr. Michael Baumgartner: Can you take that question, Alrik, because you've looked at the medical literature more than I have. 

Dr. Alrik Theim: Yes. According to my knowledge, there are about, like 20 to 30 studies in the health sciences and public health research that have used QCA. I’m not aware of any study that has used CNA so far, but this is according to my knowledge. I’m not a health researcher. There might be one already by now, but I’m not sure. So there are about 20 to 30 studies. QCA and CNA are methods of causal data analysis. So they are appropriate wherever researchers are interested in cause/effect relations. And whenever that applies to your research question, I would say that potentially these two methods are applicable to the problem. 

Moderator: Thank you. There’s about four more questions. Did the MOVE! researchers look at all 17 factors, or did they break it down by five at a time like you suggested?      

Dr. Michael Baumgartner: What they did, as far as I understand the paper, is they tried to build causal models in a sort of a background knowledge-driven way. So they first started to look at whether any of the single factors were sufficient and/or  necessary for the outcome, and then they built combinations of two, combinations of three that according to their prior causal knowledge they would expect to interact causally to produce this outcome. 

So they didn’t really run a QCA in the strict sense of the term where they sort of tested all logically possible combinations for whether they meet consistency and coverage thresholds or not. They used a lot of background knowledge to sort of select, preselect combinations that they deemed suitable or that they would expect to lead to the outcome. And this, of course, reduced the search space for models considerably. Based on their prior knowledge, they were sort of able to considerably reduce the algorithmic search space, which gave them results even though if you would run sort of the whole QCA algorithm you’d end up with 17 variables. You probably wouldn’t get a result in sort of reasonable time. 

Moderator: Thank you. As a follow-up, is there a place to use QCA, CNA simultaneously with regression models and compare the predictors?

Dr. Alrik Thiem: Well, this is what we’ve tried to explain in the beginning, and this is what you actually currently see much in the business and management literature where multi-method research seems to be en vogue. I’m not quite sure whether this is also the case in the health sciences. As we’ve tried to explain in the beginning, the two methods, regression analysis or regression analytic techniques and configuration, are comparative methods. They have very different search objectives. They look for very different types of causal structures. 

Now if one variable pops up in a regression analysis as statistically significant, that doesn’t necessarily mean that this factor will also somehow be present in a QCA solution and vice versa just because these two methods look for completely different things. And it would be false to conclude that the results were yielded or obtained by applying one set of methods would then somehow reinforce the results obtained by the other method if there was some overlap in terms of the factors that would pop up. So here, more, less is definitely more. And I would rather suggest to not mix up these two methods in some sort of robustness test or triangulation way, but instead concentrate on the results obtained by one method. And if it’s QCA or CNA, use the logic that these two methods use and try to go back to the cases and interpret the results in terms of the mechanisms that apply to the cases. 

Moderator: Thank you for that reply. Just a few questions left. Have you compared these algorithms with the BayesiaLab algorithms of inferring causal structures from the data?

Dr. Alrik Thiem: What alternative algorithms is the question about?

Moderator: Bayesial?  B-A-Y-E-S-I-A-L. BayesiaLab?

Dr. Alrik Thiem: It’s probably...

Moderator: Basian [phonetic] lab?

Dr. Alrik Thiem:  It's probably the, about Basian methods, but not sure, but what I’m familiar with is Bayes nets methods as are propagated, for instance, by Judea Pearl, Spirtes, Glymour, and Scheines. I hope this is what the question refers to, and if yes, the answer whether we’ve compared these methods is no, not yet. But that is definitely something that we want to do in the future because it seems that there is certainly a large area of overlap. Bayes nets methods also search for causal complexity. They group, these methods group factors on different and the same causal paths leading to an outcome. They certainly put factors on different causal paths. What they don’t really do is put multiple factors on the same paths, so they don’t really build conjunctions of complex causes. What they build is disjunctions, but that’s definitely the same as in QCA. Bayes nets methods will also give you causal chains so when you have a first cause of a middle effect and then this again causing some ultimate outcome, so there’s areas of overlap. There are areas of difference, and it would definitely be worth while looking at, sort of more systematically what the commonalities and what the differences are, but we haven’t done this systematically yet. But that’s certainly on our list, on our to-do list.

Moderator: Thank you for that reply. The next question: Thank you for the resources at the end. Are there any case studies using QCA that you would recommend that were applied to program evaluation? 

Dr. Alrik Thiem: I’m not, I'm aware of a study by Deborah Cragun et al., I think from Florida, but I might be mistaken, who’ve tried to evaluate the success of a program that was linked to tumor screening. And these authors have done a lot of, I've done I think a very good job in terms of linking the QCA results back to the cases, going back to the sources where they’ve collected the cases, and implementing this back and forth idea that was propagated by QCA’s earliest proponents. Now there are, I know that there are a couple of errors in the QCA study, but that was not the fault of the authors. That was simply the fault of the software that they used, which was, by the way, not QCApro. But in terms of the implementation of the QCA study and the connection to the case-based evidence, I think this is quite an exemplary study. And on the resources slide that relates to QCA, there’s mentioned an article of mine that’s been published recently in the American Journal of Evaluation where I revisit this study by Cragun and coauthors. So that participant who has asked that question might want to have a look at this article. 

Moderator: Thank you. The final question we have, and let me know if you’ve already touched on this, you mentioned that 22 cases was not enough for 17 variables. What is the ratio of cases to variables that is appropriate?

Dr: Alrik Thiem: Well, I think the question is similar to the question that’s already been asked. There’s really no limit apart from algorithmic limits to analyzing certain data situations. Now currently at least with, or theoretically speaking, maybe I should start the same way as the last question.  Theoretically speaking you could potentially analyze two cases with 50 factors. That’s theoretically speaking, that would be possible. If these two cases differ on only one factor and show a different value on the outcome, you would immediately know that one of these factors, that this factor where they differed was causally relevant. So you could infer this from only two cases. But given the usual data situation in social science research and other research situations, the data would usually be such that current algorithms would quickly hit the analytical, the procedural limits and you would not get any meaningful results. 

So the more cases you have, given a certain number of factors, the better, and vice versa. Given a certain number of cases, the fewer factors you have the more likely it is that you will get a result, but also the more likely it will be that you will miss an important factor and that your results will be influenced by what’s usually called in quantitative analysis omitted variable bias. So there’s kind of a parallel concept here for configurational methods. 

Moderator: Thank you very much. That was the final question, but I’d like to give each of you the opportunity to make any concluding comments if you want. Alrik, we can go ahead and begin with you if you’d like. 

Dr. Alrik Theim: So thank you very much to all of the participants for having attended this seminar. I hope you could take something away from what we’ve taught you here. And if you have any questions, you’re obviously always more than welcome to email me on QCA. And I would otherwise encourage you to make use of the resources that we’ve presented here. So thank you again for attending. 
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Dr. Michael Baumgartner: I would just also thank everybody for attending, giving us the opportunity to present our work, and the organizers. And I would also like to stress that we have all the interest that our work is applied, and so if you have any questions concerning how exactly to implement CNA or QCA in your own research, don’t hesitate to contact us. We would be more than happy to help you in every way we can. Thank you.

Moderator: Excellent. Well, thank you both so very much for coming on and lending your expertise to the VHA field. We really appreciate it. And thank you, of course, to our attendees for joining us, and to Anne Sales and Christine Kowalski for helping organize our monthly QUERI session, which takes place the first Thursday of every month at 12:00 Eastern, so please keep an eye on your emails for the next session. So For our attendees, I’m going to close out the session now. Please wait just a moment while the feedback survey populates on your screen. And we do look closely at your responses. It’s just a few questions, so please do fill that out. So thank you once again everyone. And this does conclude today's HSR&D presentation.

[ END OF AUDIO ]

