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Jean Yoon, PhD: So today’s lecture is part of the HERC series on Econometrics Using Observational Data. Today I’ll be talking about two related methods: Natural Experiments and Differences-in-Differences. 

So to over the objectives for today, I’ll be giving a basic introduction to these types of methods and I’ll be discussing basic concepts related to them. I will also go over several different examples. I will not be covering any advanced topics, so for those of you who have already used these types of methods, you may not learn anything new but of course you’re welcome to stick around and get a refresher on these topics. 

So the outline for today’s talk is to go over some issues around causality and study design. Next I’ll be talking about natural experiments, and then finally I’ll cover differences-in-differences. 

So this is a poll just so I can get an idea of your background and whether you’re familiar with differences-in-differences. Rob, can you open the poll?

Rob: I sure can. The poll is open and we have about 50% of your audience voted already. Things are going pretty quickly, so we’ll just give people a few more moments to make their choice. And yeah, things have leveled off so I’m going to go ahead and close the poll and share out the results. 

Dr. Yoon, 22% of your audience say that they are experienced with differences-in-differences; 51% say they know a little about it, and 27% say what’s differences-in-differences. 

And now we’re back on your slides. 

Jean Yoon, PhD: Okay, great. So hopefully most of you will learn something new. For those of you, feel free to chime in during the Q&A portion if there’s any sorts of references or methods that you want to provide as well. So first I’ll talk about causality and study design. 

As you may well know, many of you are health services researchers, and we often study the impact of implementing a new program, or intervention or policy. And it’s not enough to find a significant association between a particular program and a health outcome, but we want to establish a causal impact because we want to be able to possibly replicate this program in other sites, or maybe the program was funded for the short-term and we want to fund it in the long-term, so it’s important to us to estimate causal effects. 

So if we think about sort of the ideal thought experiment where we might measure causal effects, we can think about it in terms of the counterfactual. Under the counterfactual, we have individuals who are getting the treatment and then we look at their outcomes. And then for those same individuals also they then don’t get the treatment and then we look at their outcomes. So the difference between health outcomes when these same patients get the treatment and not would be the estimate of the impact of this treatment. So in reality, we don’t get to observe the same patients with and without treatment. Rather, we observe different patients getting a treatment and other patients not getting the treatment. 

So what comes closest to this counterfactual is this randomized study design or randomized clinical trials. So this is where the researcher gets to randomize patients to who gets the treatments, in this case called T, and then we observe the outcome for both the treatments and the control group. Because the treatment was randomized, there should be no systematic differences between the treated and untreated groups, and when you randomize it shouldn’t be that one group of patients gets systematically sicker than the other group of patients. When we have this randomization and no systematic differences between patients, then any differences that we find in outcomes can be attributed to causal effect of the treatment.

Let’s look at it in terms of a regression equation. So now we have this program, P, which we are going to randomize to patients. It is equal to 0 when patients don’t get it and it’s equal to 1 when they do get it. So for example, I worked on a recent study of intensive outpatient management that was targeting high-risk patients, so very sick patients who were at high-risk for hospitalization. So we actually randomized patients to one of two arms; to this intensive outpatient program, or to usual primary care. We then observed its effect on outcomes like hospital utilization and total healthcare costs. So in this equation setup, Y is our outcome so the main outcome that we look at, and that study was healthcare costs. Beta-0 is our intercept, beta-1 is associated with P, the program, and it represents the average treatment effect. We also have epsilon, our error term. So when we randomized the program assignments the assumption is that the error term, epsilon, is uncorrelated with the program assignment. So another way of saying this is that the error term is exogeneous. It’s not that the sicker patients were getting the program, everyone had an equal opportunity to get the program, and so therefore beta-1, the effect of the program is unbiased. 

So many of you may know that randomized studies are not commonly done. They are expensive, they can take a long time to conduct, and they are often not ethical or feasible to conduct. So what we end up doing in Health Services Research is doing these observational studies. It can be difficult to show causality because there’s often confounding, and another word for that is endogeneity. So that means that the error term is correlated with the program assignment and then it’s endogenous. So if we think about the example I gave about this intensive outpatient program that was targeting high-risk patients, if sites had not randomized patients to program, rather just some patients were getting the program and some patients weren’t, we can see that probably the sicker patients would be more likely to get enrolled into the program to get these additional services. 

If we could fully adjust for the health status of the patient, like if we think it was the sicker patients who were getting enrolled in the program and were able to fully measure and control for health status of the patients, we wouldn’t have to worry about the error term being correlated with the program assignment. Oftentimes we don’t have all the data we need or all the measures available that we could to measure health status. So in that case the estimate of the treatment effect, beta-1, would be considered biased. 

Okay, so this is another poll, just sort of a quick check-in to see if everyone’s with me or if I lost anyone. So Rob, if you could please open the poll.

Rob: Sure. Jean, I’m going to leave your poll, your slide up just for a second, because I had to abbreviate. So the choices are: randomization removes systematic differences between treatment and control groups, and feel free to correct me if I got these wrong, Jean. Correlation between error term and treatment leads to unbiased estimates of treatment effect, or multivariable analysis eliminates all bias from endogeneity. So now that you’ve gotten a chance to read the full wording, I’m going to go ahead and launch the poll. 

We have about 40% voted. It’s strange that they call it voted. I guess if it’s a poll, you vote. 

Jean Yoon, PhD: Yeah.

Rob: And we’re up around 70%. Things usually level off between 75 and 80, so I’ll give people a few more moments to make their choices. And yes, things seem to have leveled off at 79%, so I’m going to close the poll and share out the results. 

And 93% of the viewing audience voted that randomization removes systematic differences between treatment and control groups. Only 5% choose the second option about correlation, and only 3% chose the third option about multivariable analysis. And we’re back on your slides.

Jean Yoon, PhD: Okay, great. So I haven’t lost anyone so far. So basically what we reviewed so far or we discussed so far is that randomization can remove systematic differences between treatment and control groups, in order to estimate the treatment effects. For the second option, the correlation between error term and treatment would lead to biased estimates of the treatment effect. I don’t want to knock multivariable analysis, of course it does not always give us problems with endogeneity, but often times if we don’t have the data we need then you can have problems where there’s bias in your estimate of treatment effects.

So we’ll move on to natural experiments. Natural experiments are a type of quasi-experimental design and what that means is it is not a true experiment because the researcher doesn’t control who gets the treatment or not; rather, we just observe who gets the treatment. So the assignment of the program or the treatment is due to exogeneous variation. This variation in the program assignment can occur across time, it can occur across events, and it can occur across geographic units. We say that it mimics the features of a randomized study, because it’s as if a program or treatment was randomly assigned. So if you’re thinking about whether or not a situation meets the standard for a natural experiment, you would need to consider the context in which this is occurring, so we do need contextual information in order to decide if something is a natural experiment or not. And then if you think about doing a natural experiment for a study or studying a natural experiment, rather, for your study, you do need to consider the generalizability as sometimes it may be too limited. 

So looking at some examples of natural experiments, for the first example this is lottery prize winners and health outcomes. So in observational data, a lot of people have tried to estimate the causal impact of income on health. There’s a lot of data to suggest that higher income leads to better health, but when we use observational data to look at this, it’s often problematic. For example, there may be other characteristics about somebody who has high income that may also influence their health, or you can imagine that having better health can lead to having better income. It could be a reverse causality. To get around that, what they did in this study is that they looked at survey data from Sweden. This survey actually collected information on whether somebody had won a lottery prize and the amount of that lottery. The survey also asked people about their health outcomes. In their analysis of their data what they did was they compared people who had one big prizes to little prizes and they then compared the difference in health outcomes between these two groups of people. So because everyone who plays the lottery has an equal chance of winning and whether or not you win a big prize or a little prize is determined at random, it’s as if this extra boost of income was randomly assigned. So of course what they ended up finding is that higher incomes did lead to better health outcomes. 

The second example is voluntary state Medicaid expansion. So this occurred under the Affordable Care Act. I don’t know if some of you remember that this Medicaid expansion was actually intended to be more of a national initiative where all states would expand their Medicaid programs to individuals who had been previously ineligible, though often times these people were still poor but at slightly higher incomes than people who had been previously eligible. The Supreme Court actually ruled that the state Medicaid expansion had to be voluntary, so states could opt in or they could opt out. If states opt in to this Medicaid expansion then they would get extra Federal money to do this. So a lot of researchers have used this sort of natural experiment to compare residents in states who expanded Medicaid to residents in states who didn’t, in order to look at outcomes like how many hours they worked and their health outcomes. 

The third example of natural experiments is California was the first state to pass a law on minimum nurse staffing ratios. Previously to 1999, I think there were concerns about if there were too few nurses for a given number of patients, that there would be worse quality and safety for patients and would also cause possibly bad working conditions for nurses. So therefore, California passed a state law and other states passed similar laws after 1999, but researchers were able to use the timing of this law in order to compare California versus other states in order to look at outcomes like nurse staffing and quality of care in hospitals. 

So now that we have an idea about what types of natural experiments are, we think about how do we compare outcomes in natural experiments. One potential approach would be ignoring the control group and just looking at outcomes in the treatment group over time. We would get the outcomes in the treatment group in the pre-treatment period and then we would observe them again in the post-treatment period. So in our regression setup, we have Y as our outcome, we have an indicator for post, or whether the outcome was measured in the pre or post-treatment period. The problem with this setup is that if there were other things that were happening in the background that were unrelated to the program or policy, but is also affected health outcomes, then our estimate of the effect of the program would then be biased. So in the example of California passing the law on minimum nurse staffing ratio, so if we only look at data from California before and after they passed the law, there could have been other things happening in the background. There could’ve been other initiatives to improve quality of care and we may have attributes in quality with state law when in fact it might have been due to other things that happened at the same time. 

So another possible approach is to compare the mean outcome between the treatment and control group, and we can only do that in the post-treatment period. Now we still have Y as our outcome, and now we have an indicator for treatment, where treatment equals 0 for the control group and is equal to 1 for the treatment group. The problem with this setup is that beta-1 would be biased if there were unmeasured differences between these groups. So going back to the California state law, if patients in California were sicker than patients in other states and we observed their health outcomes, we make the mistake that the state law had made health outcomes worse for patients but it was actually that patients in California were just sicker to begin with. 

So one way of dealing with this is difference-in-differences. This method is often applied to natural experiences. What you need is data for at least two time periods for two groups, one who gets treated and one who does not. These can be repeated cross-sections, or they can be a panel. So for repeated cross-sections they can be different patients in the pre-treatment and post-treatment period. Panel data, or longitudinal data, would be where you have data on the same patients in the pre-period and in the post-treatment period. The idea is that you subtract out differences between the treatment and control group and then you subtract out differences over time. A major assumption that this method makes is that there is a similar time trend in outcomes between the groups. If treatment is as if randomly assigned or received, then causal effect can be estimated through Ordinary Least Squares. 

Now looking at our regression equation, so for difference-in-differences, we now have our outcome Y, beta-0 on intercept. We have indicator for post, for whether the outcome was measured in a pre or post period. We have an indicator for treatment and then an interaction between post and treatment. We want to get the mean outcome for the control group. The indicators for post and treatment would equal to 0, but you would just be left with the intercept, beta-0. And to get the mean outcome for the control group in the post-period, post would now be equal to 1, but treatment would still be equal to 0, so you would be left with beta-0 plus beta-1. Then you want to get the mean outcome for the treatment group in the pre-period, post is equal to 0 and treatment is equal to 1, so you get beta-0 plus beta-2. And then of course the mean outcome for the treatment group in the post-period is all the indicators equal 1, so you have all the betas. 

Great. So the purpose of walking through that was just to show you that we’re going to take the difference in outcome for the treatment group and we are going to difference out the mean outcome in the post and pre-treatment periods to get the difference for the treatment group. We are going to do the same for the outcomes for the control group, and then we are going to take the differences between the treatment and the control group. So when you cancel out all the betas, what you’re left with is beta-3. Beta-3 was the coefficient or the interaction term between groups in treatment. So beta-3 is the estimate of the treatment effect and it is also called the difference-in-differences estimator. 

We can also look at it graphically in terms of how do we get to a difference-in-difference estimator. So we have the same setup here. We have the control group in blue on the bottom and then the treatment group in red on top. So we have outcomes measured at two time periods; in pre-treatment period and then the post-treatment period. You can see that the treatment group had better outcomes than the baseline. So the requirements of difference-in-differences is not that they start with the same outcome or similar levels, and they’re allowed to have different outcomes at baseline, but the main assumption is that they would follow a similar time-trend. So without treatment the treatment group would look like the dotted line, C, and you can see that that’s parallel with the line for the control group. Both groups had an improvement in their outcomes over time. We can see that the treatment group had a bigger increase in outcomes compared to the control group. The difference between what we observed for the treatment group versus what we expected to observe, which was outcome C, is the difference-in-difference estimator. 

So some strengths and weaknesses of this method is that as we just saw, we can eliminate any pre-treatment differences in outcome between groups. We can also difference out time trend in the treatment group. The weakness of this method though is if there are unobserved factors that change over time and our difference-in-difference estimator can have biased estimates. For example, if there was a program that we’re interested in studying, but there was also some other initiative that was happening in the background that may also have improved health outcomes, you could possibly attribute any differences we see to the program, when in fact it was some other initiative that was happening that we were not able to measure. 

Panel data is a special case of difference-in-differences and this is where you have observations of the same patients in the pre-treatment and in the post-treatment period. Now for our outcome, Y, it is indexed by IT. So i indexes the patient, the outcome for patient i, at time T. So we still have our intercept and then we have beta-1, the coefficient for the treatment variable, and then we have beta-2 for the post-indicator, and then now we have this gamma-i. What is gamma-i? Well, it is characteristics about patients that are fixed over time. So often what is problematic in observational data is we’re not able to measure things, we’re not able to measure everything we would like about patients. So gamma-i is all characteristics that don’t change over time, both it’s both characteristics that we can measure and characteristics that we can’t measure. So we can commonly measure things like gender through various administrative datasets or survey data. We, in administrative data especially, we don’t have a measure of patients’ education, but we might think that education could influence patients receipt of certain treatments and it might also influence their outcomes. People with higher education are shown to have better outcomes. 

The advantage of using difference-in-differences is that when we difference out the mean outcomes of the two time periods, before and after they got treated, we can see that what we’re left with is the change in outcome for individual i equals beta-1, which is the effect of the treatment, so changing the treatment from 0 to 1. Beta-2 is our time trend that we are estimating and then the gamma-i drops out of the model. Originally we may have had a problem with admitted variable bias because we were able to difference out time and variant factors, gamma-i is no longer causing a problem in terms of measuring causal impact of the treatment. 

So you may identify a particular natural experiment and you may think it’s appropriate to estimate the effects of a program or treatment. So one way to understand whether this is appropriate or not is to test the parallel trends assumption. This may not always be possible, but the idea here is to measure outcomes in the pre-treatment period. So we have on this chart here we have outcomes for three years before treatment and then one year after treatment. We are going to ignore the outcomes that are measured in the post-treatment period and just look at the three years prior to treatment. 

You can see the control group is in red on the bottom and the treatment group is in brown on top. When you look at these outcomes in the pre-treatment years, it doesn’t really look like similar time trends. You see that the control group actually had a decrease in outcomes and then an increase, whereas the treatment group had an increase all the way through that pre-treatment period. So you can test for this significance to see whether these differences really are significantly different between the treatment and control group, so this suggests that you don’t have an appropriate natural experiment. 

Another possible way of testing for whether you have an appropriate natural experiment or design for difference-in-differences is that you could also try to measure outcomes that are not likely to be affected by treatment. So let’s say that your treatment was cardiac surgery. You could measure outcomes that you expect to be affected by cardiac surgery, and then you could also collect data on outcomes that should be unrelated to the cardiac surgery. So if you find that there are significant differences only for the outcomes of interest, only the outcomes that were expected to be affected the treatment, that gives stronger support to the idea that there was a causal association between treatment and the outcome that you observed. If you find significant differences for both sets of outcomes, both the one you think should be affected by treatment and the unrelated one, then that would leave you to suggest that there was probably not a causal association for treatment and any difference in outcomes that you found. 

So there are some threats to validity of these methods. Number one is imperfect randomization. This means that there were people in the treatment group who did not get the treatment and there were people in the control group who actually go the treatment. One possible way of dealing with this imperfect randomization is to use a method called Instrumental Variables. I am not going to talk about that now, as it’s a topic of a future lecture, and I believe that is in two weeks from now. I strongly encourage you to attend that lecture. 

Another threat to internal validity would be failure to follow treatment protocol, or attrition. So that means patients who were in the treatment group, not all--many of them did not actually stick with the treatment and dropped out. In which case, it would be hard to use difference-in-differences. 

Another possible threat to validity is when treatment variation is not exogeneous, so like we talked about earlier, ideally the treatment would be at this, randomly assigned. But if you’re finding that it’s actually the sicker patients were the ones getting the treatments on the program, then that would be a treat to validity of your study design. 

Finally, a threat to external validity is if you don’t have enough generalizability. If you have a particular treatment that is so unique to a certain site or to an organization that implemented this program or treatment, or a sample that maybe cannot generalize to a larger group of people or patients, then that would threaten your generalizability, or your external validity. 

So let’s look at an example in difference-in-differences that comes from the literature. So this is the second natural experiment that I discussed earlier. This paper was published in JAMA. They looked at changes in self-reported insurance coverage, access to care, and health after this Medicaid expansion. As I mentioned before, a lot of people used this state variation in Medicaid expansion to look at outcomes on patients. So many states implemented Medicaid after this time period, but the study looked between 2012 and 2015, and at the time there were 28 states that had the Medicaid expansion and 22 that did not. What they did in the study is they measured outcomes for this time period in low-income adults in these states. 

This comes from the table that was published in the paper. We can see that we have two columns, for the Medicaid expansion states or the treated states, and then two columns for the non-expansion or the control group or untreated states. In terms of the outcomes, you can see that for the Medicaid expansion states, the percent uninsured actually decreased from 35.9% to 26.5%. You can see for the non-expansion states they also decreased the rate of uninsured, so the rate of uninsured went from 44.3% to 39.7%. Using difference-in-differences, the authors estimate a net change of -5.2, which was significant. So even though they both had a decrease, using difference-in-differences we can find this additional decrease that was associated with this Medicaid expansion that happened. You can see at baseline that the rate of uninsured between the Medicaid expansion states and the non-expansion states was actually different. The non-expansion states had a higher rate of uninsured before the ACA, but we can still use difference-in-differences, that is not an assumption that we need for this method to be valid.

And if we look at a couple of the other outcomes, you can see that for no personal physicians, you can see that the percent of residents in Medicaid expansion states, the percent of them reporting no personal physician decreased, whereas the percent of residents in non-expansion states, that percent was relatively flat. And so again, using difference-in-differences, the authors find a significant decrease that was associated with the Medicaid expansion. And then we see a similar pattern for no easy access to medicine. 

So this is sort of the end of the difference-in-differences portion of the talk. So the last poll is asking, refers back to the chart I showed earlier. So if we wanted to estimate the difference-in-difference estimator, what would it be? We have two groups: the control group and the treatment group, for the outcomes in the pre and post-treatment period, and then we have the outcomes, consider it a measure of quality of life let’s say. So if you wanted to calculate the difference-in-difference estimator, or the impact of treatment, what would it be? Rob, could you open the poll?

Rob: Okay. Based on that graph, your options are: A. 10, B. 15, or C. 25. And we have about 45% of your audience making their choice already. Things are--looks like this one is a little bit more complicated, a little bit slower to respond, so we will give people maybe a couple extra moments to make their decision. The answers have leveled off so I’m going to go ahead and close the poll and share the results. 

Dr. Yoon, 14% of your audience choose 10, 81% chose 15, and 5% chose 25. We are back on your slides. 

Jean Yoon, PhD: Great. So most of you go the right answer which is option B, 15. So basically we’re subtracting, taking the difference between 65 and 50, so because we’re assuming a similar time-trend what we observed was the bold red line but we would have hypothesized that without treatment or without a program, the treatment group would have had an outcome of 50. So when we take that difference to get the estimate of the effect of the program. 

Just to review what we talked about today, so quasi-experimental methods are methods that use existing variation in how a program or treatment was assigned to help address common sources of bias in estimating treatment effects. Natural experiments are one type of quasi-experimental design and what it’s doing is using the variation in how a treatment or program or policy was implemented in order to then estimate causal effects. Difference-in-differences is a frequently used method with natural experiments, because its advantage is that it can difference out any pre and post-treatment changes in outcome that are not related to treatment itself. 

So here are a few references. The first two are textbooks on econometrics, so if you like what you heard and you actually want more advanced topics, I would suggest you go through those two sources and you can learn more about them. The third reference, the Campbell and Stanley, is actually a general health services research textbook and it is a pretty good and thorough textbook which goes over various experimental and quasi-experimental designs. 

For the examples of natural experiments that I talked about today, here are the references for those natural experiments, if you want to read more about them. 

I want to put in a plug for the next lectures. So the next lecture is on Regression Discontinuity by Liam Rose, and then the week after that will be Instrumental Variables, by Wei Yu, and they’re both health economists at HERC as well. 

So if you have any questions, I can stay on to answer questions. Feel free also to email HERC or me individually, and you can pose your questions to us as well and we can get back to you as soon as we can. 

Moderator: Hey Jean, we have a few questions. A few are coming in now about difference-in-differences. So one question that’s come up a few times is about controlling for observed variables in the difference-in-differences method, so one person asked whether it was good to control for observable differences using propensity score matching. 

Jean Yoon, PhD: Whether it was good to control for what?

Moderator: Observable differences using propensity score matching.

Jean Yoon, PhD: Yeah, so if you have a situation where you think that this program or treatment that you’re interested in studying was possibly correlated with certain characteristics of the patients, then propensity scores can be paired with difference-in-differences. There’s actually a paper that was published in Health Services Research, I want to say it was 2015, that actually looked at different assumptions that you make in terms of difference-in-differences and they looked at whether treatment was related to pre-intervention outcomes or whether the treatment was related to any trends in these outcomes, and they actually found that propensity scores actually did improve the estimates for measuring causal effects. I think that would be particularly important when you have repeated cross-sections, when you don’t have the same patients that you’re measuring over time. 

Moderator: Great. And on the flip side, there was also a recent article by Don Hatfield [phonetic] in HSR that looks at some of the issues that might result with respect to regression to the mean, so if people want that we can also send them that. I think there’s literature on both sides.

Jean Yoon, PhD: Okay, great. I wasn’t aware of that paper.

Moderator: Yeah, that one just came out last year. And then we had a question about, can we test statistically the parallel trends assumption?

Jean Yoon, PhD: Yes, but it depends upon you having data to test that assumption, so the example that I gave here is that we had three years of data where we could observe outcomes between the two groups prior to treatment beginning, and so what you could do is put a time indicator into your regression model to interact with a treatment group and to see if that effect is significant or not. So here what I’m showing is that in the three years prior to treatment, it looks like these groups do not have a parallel trend. You see that the control group on the bottom actually decreased and then increased, whereas the treatment group had a steady increase in their outcome. So this would violate the parallel trends assumption. If you don’t have data in the treatment period then there really is no way to test that assumption.

Moderator: Great. And there’s just a few sort of similar type questions, but how important is it to control for baseline observed differences in difference-in-differences in terms of improving the estimation?

Jean Yoon, PhD: I think that it doesn’t hurt your point estimate. I think it can actually improve your standard errors if you add variables which you think could be correlated with that treatment and with the outcome. So I don’t suggest throwing in a bunch of variables just to have them in there, but if you have strong reason to think that there are certain characteristics that could be related to this treatment or program and to health outcomes, it would be important to put them in the model. 

Moderator: Okay, great. When testing the parallel trends assumption for diff-in-diff, should the estimates be adjusted or unadjusted, i.e., should I control for covariates or not?

Jean Yoon, PhD: I think--oh, go ahead.

Moderator: Oh no, I was just saying I think you talked about how to test for that above, so maybe this is--but go ahead. 

Jean Yoon, PhD: Yeah, I think especially with repeated cross-sections, if you feel like the characteristics of these different cross-sections are changing perhaps, then it would be important to control for these covariates, these other characteristics about patients. 

Moderator: Yeah, and I will just say there is another paper by Ryan Burgesson Dimick [phonetic] in 2015 that talks a bit about this and how to attack parallel trends called, Why We Should Not Be Indifferent to Specification Traces for Difference-in-Differences, it’s in Health Services Research. They talk a bit more about how to test those assumptions when you have the data. 

Jean Yoon, PhD: Okay, great. Thank you for that reference. 

Moderator: And, let’s see, just a few more coming in. What is the difference between difference-in-differences and segmented/piecewise regression?

Jean Yoon, PhD: Segmented regression, Jill [phonetic] you can correct me if I’m wrong, I believe is just, for example, looking at this chart here. When you’re looking at the right line is that instead of having a continuous indicator for time, so taking the average effect over the three years is that you would use dummies to account for that there was a decrease between year one and year two, and then an increase between year two and year three. So that would be a segmented regression so that you’re able to capture the non-linearities and the change in the outcome. Difference-in-differences is a very specific type of method where you have data on two groups of patients; one is your treatment group, one is your control group, and you have data on them at two time periods. One in the pre-treatment period and then one in the post-treatment period. I don’t know if you want to add anything about segmented regression to that. 

Moderator: Nope. We have quite a few more coming in. Is difference-in-differences designed the same as before and after controlled design?

Jean Yoon, PhD: Is difference-in-differences designed the same as before and after?

Moderator: Yeah. Before and after controlled design. 

Jean Yoon, PhD: Before and after controlled design?

Moderator: Perhaps, yeah, I’m not--yeah. 

Jean Yoon, PhD: Okay. I mean, we can’t just look at the treatment group before and after they got treatment. That would not be difference-in-differences. As we talked about, there could be other things happening in the background that we’re not controlling for, so the effect of the program could be biased, so that’s why we have these two groups in two time periods that are required to conduct difference-in-differences. If you had more questions about that, I didn’t quite understand the question, so you could rephrase your question and I’ll try to answer it again.

Moderator: We had a question: If the parallel trends test is violated, are there any alterative ways to do diff-in-diff or any other alternative models?

Jean Yoon, PhD: So if you identify a treatment group and a control group, like let’s think back to the example about the state laws on minimum nurse staffing ratios. So let’s say that your treatment group is California and then you had a bunch of states that you wanted to use for the control group. So what you could do, instead of using all the states, you could look at them and compare their trends and the outcomes to see whether they matched California’s or not. So it could be that some of the states violate the parallel trends assumption but the other states don’t, and so you may have to limit your control group or think about another control group that you might use. So maybe you originally identified Arizona and Nevada as control groups but they did not have similar trends, so then you might look at other states that have similar trends in order to do this. 

Moderator: Great. Does diff-in-diff work with both continuous and dichotomous outcome variables?

Jean Yoon, PhD: Yes. So if you had continuous variables, for example, you could use ordinary least squares, but you don’t have to. If you had some sort of binary outcome or hospitalization or not, with your outcomes, you can certainly do diff-and-diff with that. So it’s--you don’t have to have a continuous outcome, the only requirement is that you have these two groups and these two time periods. 

Moderator: Great. Does it matter how long the post-treatment lasts, i.e. five years versus 20 years in oncology observational studies? If so, is there a control for it as well?

Jean Yoon, PhD: Oh, okay. So the question is asking does it matter how long the post-period is?

Moderator: Yes. 

Jean Yoon, PhD: Yeah, I mean the post-period should really be long enough to observe the changes you’re expecting to observe. So for example, if you think that you’re studying cardiac surgery and what you want to understand is differences in long-term survival, you would want to make sure that you have a long enough time period in order to measure long-term survival, so probably two years would not be appropriate but maybe 10 years or 15 years might be more appropriate. So you need enough data to observe the changes that are supposed to be impacted by a particular treatment. This person is right that you may not observe effects right away, it may be down the line where you might expect to see any differences in health outcomes. 

Moderator: And the question earlier about whether it’s the same, they rephrased it: So is diff-and-diff the same as before and after with a contemporaneous comparison or control group?

Jean Yoon, PhD: Based on that explanation that sounds like that’s what it is. 

Moderator: Right. Can diff-in-diff be used to compare proportional differences rather than additive, or would this violate the parallel trends assumption?

Jean Yoon, PhD: Proportional, okay--you’re not required to do a linear model, as I mentioned, hospitalization is a binary outcome, so the outcome doesn’t have to be continuous. It could be a nonlinear outcome, so that’s not a requirement of difference-in-differences. You wouldn’t be using ordinary least squares, but you’d do some other sort of regression like generalized linear models or something like that. 

Moderator: Can you have a mix of cross-sectional and panel patients in difference-in-differences analysis? 

Jean Yoon, PhD: Can you repeat that question?

Moderator: They say, can you have a mix of cross-sectional and panel patients in difference-in-differences analysis? Maybe they can clarify. 

Jean Yoon, PhD: I see. So maybe you had a clinic where some patients continued treatment there or some patients left, so then you had new patients come in to that same clinic, and so maybe this person is asking whether you could use data on all patients. Yes. That’s not a situation that I’ve personally come across, or have used in any of my studies. I think it certainly is possible. You can think about it as just repeated cross-sections and some of them just happen to be the same patients. You do have to account for your correlation of the patients, the idea that you have observations on the same patients, so the standard errors will have to be adjusted or they can be adjusted for clustering. 

Moderator: Okay. We have one: It appears that you use the analysis to actually validate your data selection as opposed to data design before analysis. It is not unusual to adjust your data selection as you progress. Is this a staple of the methodology that you presented? 

Jean Yoon, PhD: I’m sorry, I totally missed the first part of the question. Do you mind repeating that to me? 

Moderator: Yeah. So they are asking: It appears that you use the analysis to actually validate your data selection as opposed to data design before analysis. However, it’s not unusual to adjust your data selection as you progress. 

Jean Yoon, PhD: Okay, I’m not totally sure what this person is asking. There’s ways to test for the assumptions, like parallel trends assumptions, as I’m showing here. You also need contextual information, you need some background knowledge about the program or treatment, and how it’s being implemented in order to decide whether or not it would be appropriate for these methods. Then once you collect the data and all that then you can do these sorts of analyses like parallel trends and then comparing results for unrelated outcomes. But if this person is asking something more specific, feel free to write in again. 

Moderator: Okay. Is difference-in-differences design a weaker design than interrupted time series?

Jean Yoon, PhD: Difference-in-differences a weaker design?

Moderator: Yeah, than interrupted time series, they’re asking.

Jean Yoon, PhD: I mean, I think the advantage of difference-in-differences, especially when you apply it for panel data, is like you can get rid of these time and variant characteristics that are often, you don’t measure, so you can sort of get rid of this problem with omitted variable bias. That’s sort of the extra advantage that I see in difference-in-differences. Interrupted time series usually means you have data at different times or in two groups and you are testing the changes over time in those two groups, so--but certainly an option to use if you don’t feel like difference-in-differences would be appropriate for your study. 

Moderator: And some questions about specific slides, I don’t know if you want to sort of have people write in or if you’re able to go back to those, but we had a question about one of the natural experiments slides, but I’m not sure which exact one. 

Jean Yoon, PhD: Sure, I can go back.

Moderator: They said: On the slide with the title Natural Experiments, could you clarify how the second bullet point is related to the concept of natural experiments. So maybe there was a slide that was just called natural experiments. 

Jean Yoon, PhD: Oh, so not this one? 

Moderator: I’m not sure. They just said with the title Natural Experiments. Yeah, maybe that one, the second bullet point.

Jean Yoon, PhD: Okay. 

Moderator: So they wanted to know if you could clarify how it’s related to the concept of natural experiments. 

Jean Yoon, PhD: Okay, so this was where--you know, to identify a natural experiment you want to find a situation where the assignment of the program was due to exogeneous variation. So it’s not that you set up a program and for enrolling sicker patients in this program, but there’s an assignment mechanism which leads to sort of randomness in who gets the program, so that variation can occur across time or it can occur across events. I’m trying to think of some examples. Events could be this Medicaid expansion and that there was policy that was made to be optional and so some states then expanded their programs and some states did not. I didn’t put geographic units on this slide, but that’s actually very common for natural experiments and difference-in-differences. You see this a lot just because states can have different state laws or state policies, so you see a lot of studies that compare states with other states. Massachusetts came out with their Health Insurance Reform Law, it was before 2014, a lot of researchers actually studied Massachusetts with its neighboring states, in order to understand the impact of that Massachusetts state law.

Moderator: Great. We had a few more about diff-and-diff, I don’t know, we’re coming towards the end of the hour. One more, I guess. Is difference-in-differences--or: Does it seem realistic to assume the slope would remain consistent across time with difference-in-differences?

Jean Yoon, PhD: Can you repeat that again?

Moderator: Does it seem realistic that the slope would remain consistent across time?

Jean Yoon, PhD: I mean, we’re not making an assumption that it’s consistent over time, but rather we’re making the assumption that the control group and the treatment group would have the same trend in outcomes, so either we think that they would’ve both had an increase or both had a decrease or possibly their outcomes could’ve been flat over time, but the assumption is that the control group and treatment group would have a similar trend in their outcome.

Moderator: Okay.

Jean Yoon, PhD: I think that would be the last question today.

Moderator: Yeah, so there are a few more. People seem really interested in difference-in-differences, so maybe they can directly email you if they have any additional questions. 

Jean Yoon, PhD: Sure. Just to remind you, my email and also the email for HERC. 

[ END OF AUDIO ]


