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Moderator:	Diem, Can I turn things over to you?

Diem Tran:	Yes. Thank you. Hello. Thank you for joining us today. I am Diem Tran. I am an investigator at HERC, the Health Economics Resource Center. And I am happy to host today’s cyber seminar. I will be monitoring the Q&A section, so please enter your questions in there. I would also love to present our presenter for today Kritee Gujral. She is a health economist who joined HERC in July 2020. Her research uses causal inference methods and she focuses her research on rural health, telehealth, mental health, women’s health, and health disparities. I will turn it over to you. 

Kritee Gujral:	Thank you Diem. Hi everyone. I’m Kritee Gujral and I’ll be talking to you about Instrumental Variables Regression today. So let’s jump right in. So the outline for today’s talk is, I’ll first recall endogeneity. I’ll then introduce instrumental variables regression. I’ll talk about the intuition behind instrumental variables regression. I’ll then show you how the regression is conducted. We’ll talk about how to assess instrument validity. I’ll walk through one implementation example. And then I’ll spend the rest of this time working through other instruments of variable examples and summarize. 

So a common aim of health services research is the estimation of a causal effect. We’re often interested in the effect of treatment on a given outcome. Ideally, we’d estimate the effect using a randomized controlled trial, but conducting a randomized controlled trial is often not possible. So an alternative is to perform regression analysis using observational data. To estimate the causal effect of treatment on outcome, there should not be any unobservable variables driving the outcome. That is the treatment must be exogenous. 

So recall a linear regression model where Y is the outcome variable of interest. X is the explanatory variable of interest or treatment. E is the error term and E contains all other factors besides X here that determine the value of Y. Beta-1 usually the parameter of interest is the change in Y associated with a unit change in X. In order for beta-1 hat to be an unbiased estimate of the causal effect of X on Y, X must be exogenous. So let’s talk about what it means for X to be exogenous. What it means for X to be exogenous is that conditional mean of the error term given X equals zero. So what means is that any additional information in the error term won’t help us better predict the outcome Y. X and the error term are correlated when there is omitted variable bias, sample selection, or simultaneous causality between X and Y. If X and the error term are correlated, then X is considered endogenous and beta-1 hat in that case will be biased. 

So here’s where instrumental variables come in. When X or treatment is not exogenous or is endogenous, another method is necessary for estimating the causal effect of A on Y. One possibility is to use instrumental variables regression. So I’ll walk through the intuition behind regression and then I’ll show you how it’s conducted. So recall our original equation of interest where Y is the outcome and X is the regressor of interest. Assume that X is endogenous. We want to think of this variation in X as having two components. One component is correlated with the error term and causes endogeneity and is problematic. And the other component of X is uncorrelated with the error term or is considered to be the exogenous variation in A. 

An instrumental variable is a variable that uses only the exogenous variation in X to estimate beta-1. So essentially we want to isolate the exogenous variation in X that is uncorrelated with the error term. So think of X here. What we’re trying to do in instrumental variables regression is we’re trying to strain out the problematic part of X that’s correlated with the error term, to be able to use what remains the clean part of X which is uncorrelated with the error term. So I’m just introducing you now to this diagram that we’ll be using the rest the talk. Recall that variation in X has to components and instrument Z is a variable that can capture only the exogenous variation in X. And that’s something that we need to look for. 

This instrumental variable is something that we need to look for. So orienting you to this diagram, X is the treatment variable of interest. There’s a part of X that is correlated with the error term which is problematic and there’s a part of X that is uncorrelated with the error term. And so what we’re going to do is, we’re going to look for instruments. We’re going to look for variables that allow us to get this clean part of X that’s uncorrelated with the error term. And the way that we do that is, Z is not allowed to be correlated with the outcome. 

It’s not allowed to have a direct influence on Y, but it is the only influence that Z is allowed to have on Y is through its impact on X. Z is only allowed to impact Y through this indirect channel where it impacts the endogenous regressor first. So Z can be used to isolate exogenous variation and X, since Z itself is exogenous, its correlation with X is exogenous and that’s how we get the clean part of X. By using the correlation of Z and X we can get the clean part of X and use that in our regression to estimate the impact of X on Y. 

Okay, so let’s talk about the IV regression. We use the two-stage least squares regression, and essentially it’s two consecutive OLS regressions. Wherein the first stage you regress X on Z like this. And so this portion of the equation represents the uncorrelated—the variation and access uncorrelated with the error term and we leave out on the rest of the portion that’s not correlated. Sorry, the problematic portion of X that’s correlated with the error term. And so the way we leave this out or strain out what we need is by predicting X. So we regress X on Z and then we get the predicted values of X, which give us the clean portion of X that we can now use to get a causal impact of X. 

So what we do is we get this clean portion of X by using the correlation of X with Z and then we regress our original Y that we were interested in. We regress that Y on X hat instead of on X. So we regress it on this clean X and we then get beta-1 hat two stage least squares estimator. Note that X hat is uncorrelated with the error term from the original regression model because we designed it as such. And the beta-1 hat is now an unbiased estimate of beta-1. Since we conducted two regressions here, standard errors in the second stage will need to be adjusted. 

Diem Tran:	Kritee. There’s a question if you can pause for a moment and give us a real-life example of this. So something being exogenous versus endogenous.

Kritee Gujral:	Okay. Yeah, so we will be talking about several examples in just a moment to clarify. But I will give a quick example previewing he examples that are coming up. So we might be concerned that let’s say we want to evaluate the impact of treatment on intensive treatment on death rates among patients. We might think that intensive treatments are being offered more often to healthier or younger patients, and if we were to compare folks that underwent intensive treatment with folks that didn’t undergo intensive treatment, you would potentially overestimate the benefits of intensive treatment because there might have been a selection of healthier patients into that treatment. So that’s the type of selection problem that causes endogeneity, so that makes the variable intensive treatment an endogenous variable. 

Diem Tran:	Thanks for that preview.

Kritee Gujral:	Sorry. 

Diem Tran:	Oh, I said thank you for that preview. 

Kritee Gujral:	Okay, yeah great. Okay, so as we were discussing, so we talked about one endogenous regressor. It’s possible that there are more than one endogenous regressor in a given problem. So what that might look like is that we got let’s K endogenous regressors where you’ve got X1 through XK and you’ve got R exogenous regressors or control variables. Then what you need is an instrumental variable Z1 through ZM where there must be as many instruments as there are endogenous variables. That means M should be greater or equal to K meaning for every endogenous regressors, you need at least one instrumental variable, but you can have more than one for each. 

Okay, so these are conditions for a valid IV instrumental variable. We’ve talked about them briefly, but I’m just going to formalize them here. And these are critical conditions for the rest of the talk and just being able to use IVs. So the first condition for a valid ID is instrument relevance. So what that means is that the instrument Z is correlated with the treatment variable of interest X. And the instrument exogeneity condition is the second condition which says that, Z must be uncorrelated with the original error term or that Z shouldn’t affect Y except through Z’s correlation with X. So Z is not allowed to affect Y directly. The only influence Z is allowed to exert on Y is through its correlation with X, this indirect channel. 

Okay, so what happens if there is a violation of condition one? The condition of instrument relevance, we would have weak instruments. So that means is, instruments that explain little variation in X are weak. IV regressions with weak instruments will provide unreliable estimates. You can test for a week instrument using a rule of thumb. You can regress X on Z and check if the X statistic is greater than ten, which indicates that instruments are not weak. Note that this is just a rule of thumb. Generally we still need a convincing argument that the instrument is relevant and strong. Now if there is a violation of condition two of instruments exogenous, then we would have endogenous instruments. Instruments that are correlated with the error term are endogenous. IV regression with endogenous instruments provide unreliable estimates. Now unlike condition one, condition two is infeasible to formally test. So for this condition more than for condition one, you need a more convincing argument that the instruments are exogenous. 

Okay. Here I’m going to show you a very simple example that will allow you to know how instrumental variables regression is implemented in a statistical software. I’ll be showing this implementation in Stata. So in this particular example, we’re interested in looking at the impact of a person’s education in years of education on their hourly wage. And we control for a person’s work experience. So that’s a control variable here. And first I’ll show you what happens when we just use a simple OLS without using instrumental variables. 

And so the way that you would conduct a simple OLS in Stata is you would reg command. You would put the dependent variable wage here and then you would put any of the regressors on the right-hand side over here right after the dependent variable. So you put in education, you put in experience, and then typically you’d look at the coefficient on education and check if the T statistic is high enough so that you know the statistical significance of that variable. And you would say that each year of education adds about 76 dollars to your hourly wage. That’s what this regression would be saying. 

We’re concerned that education may be endogenous though. So what that means is that a person’s intellectual ability or anything that makes up that intellectual ability that isn’t controlled for in this regression, could be driving both the level of education they choose to attain and the hourly wage that they have. So in that case, beta-1 hat would be biased. So this is the endogeneity concern. And so what we’re going to do is we’re going to break this down in our diagram and think through what it means to instrument for this endogeneity concern. Okay so now consider using instrumental variable number of siblings that a person has. So the idea behind this is that number siblings should be correlated with the education of a person because if have more than one child, they may not be able to invest as much in each child’s education at the same level. 

So on average, the assumption that’s being made here that on average, folks that have more siblings may have fewer years of education. But the number of siblings instrument has no direct impact on the wage of the individual person. So for now, we’re just going to assume that these assumptions hold, and I’ll walk through the example of implementation. But in general and in subsequent example, we want to do is really critically analyze whether the assumptions hold and whether they make sense. 

Okay, so first I’m going to show you how to implement this two-stage least squares regression conducting two different OLS’s. So in Stata you want to the regress command and use the education which is your X variable and regress it on the control variables as well as the instrumental variable. So this is the first stage regression. And what we want to do here is take a look at what happens with the instrumental variable. The instrumental variable is statistically significant and has the hypothesized impact, which is that if you have a greater number of siblings, that reduces your education by some amount. And we look at the F statistic and it’s pretty large. 

So in the first stage, the instrument is looking good and strong. So what we do now is we want to get out that clean portion of education or we want to get out that clean portion of X that we’re going to use. So how do we get out a clean portion? We get out that clean portion by using the correlation of education and sibs. And so we predict a educHat. So what that mean. The educHat is just a name that we give to the variable that’s going to be the predicted value. Then we specify that we want predicted values in Stata by specifying the X, V options. So we say predict this new variable educHat, which is the predicted values. So now that we have this cleaner version, we have this educHat variable, we’re going to use this educHat variable in place of education and try to understand the impact of education on wage in the second stage. 

So in the second stage, you regress wage on educHat and control variables. And so you’ll see here that the coefficient on educHat is now 139, which is different than what we had gotten if we had just conducted a baseline OLS. So after using the IV regression, we end up getting the eudcHat has a higher impact. Education has a higher impact on wage than if we had just use the baseline OLS as I showed you previously. Okay, so this is just showing you the two-stage least squares in two separate steps. But you could conduct the regression, the IV two-stage least squares regression in just one step. 

So you can do that in Stata by using IV regress 2SLS. You put the _____ [00:20:53] variable wage over here and then you put the control variable and in parentheses you’re going to put the endogenous regressor education equaling the instrumental variable sibs. And if you do that, you’ll see that you get the exact same coefficient 139.68 which is what you got if you have done two separate regressions. The only thing is that the standard error will be different. So when you do this in one step, Stata automatically corrects the standard errors for you acknowledging that you conducted two separate regressions. And so it does the correction and gives you the standard error. So here you get 28.0 and here the standard error in the second stage was slightly different, it was 28.28. So this is the corrected method for standard errors. 

Okay, the example that I showed you here with education and sibs, Sebastian Wai goes through in more details. I’m leaving some resources here for you to check out. So runs the procedure in OLS then shows you using IV regress with corrected standard estimator and standard errors. He then shows the manual test for endogeneity. Chuck Huber shows how to run built-in tests in Stata, tests in endogeneity. First stage statistics. Ani Kachova shows how to run IV regression in SAS. So I’m leaving these resources here so folks can check these out and kind of work out their implementation of IV regression. 

What I want to focus the rest of this lecture on though is more examples of IV because I think this is very critical to understanding how to use IVs. So these examples will help us understand IVs illustratively. They’ll help us better assess the quality of an IV. For determining IV quality, we should be looking for and discussing raising critiques of assumptions being made about the two IV validity conditions, which are ID relevance and IV exogeneity. So if you’re looking to do instrumental variables research, it’s critical for you to understand these two conditions and understand how to argue that your instrumental variable is strong on both of these fronts.

 And typically, what you want to do is when you’re thinking of doing an instrumental variables regression for your research, you would want to one, be able to convince yourself that your IV is relevant and that’s exogenous. And you want to pole a few people and see and make sure that your arguments are convincing. Because really for an IV, you need a strong story and you need these arguments to be very strong. So statistical test of IV relevance, it matters, it’s important, but really people look for a strong story and strong arguments on these two fronts for when you’re using an IV. So I’ll go through these examples and I encourage you to revisit these papers to look for ways that authors may have addressed some of your critiques. So there’s just a lot of discussion in all these papers, where the authors have to go through and talk about threats to the assumptions that they make. 

Diem Tran:	Kritee, we have two question that could be relevant in the earlier section. So the first one is, am I understanding correctly then that endogenous variable is just the covariate that hasn’t been controlled for and thus should be? If not, can you explain the difference? 

Kritee Gujral:	So the endogenous variable is—so yeah, let’s clarify two things. So endogenous variable is the variable that is controlled for. It’s the X that we do observe and include in our regression model. So that’s different than the variable that isn’t observed and causes endogeneity. So maybe it’s helpful to talk about this here. So for example, in this equation, this would be an endogenous regressor. And that’s because there are variables or covariates that are not controlled for that influence this X variable as well as the Y variable. So the difference is I think in the question, both of them were kind of mixed up. 

But endogenous regressor is the one we do observe and we’re interested in getting the effect on. But we’re not going to be able to get the causal effect of the endogenous regressor because it’s endogenous. Because there are other factors that are unobserved, the effect on the endogenous regressor is biased. In order to get an unbiased estimate here, ideally we would want to be able to observe everything such that there is nothing in the error term that is driving our outcome. But since we rarely can observe everything, there are methods that allow us to get around that need to observe all the variables by using for example an instrumental variable or other causal techniques. We can get around the need to observe every single thing by sort of these creative methods. Do you have another question Diem? 

Diem Tran:	I think it’ll help to go through the examples and then afterwards I’ll ask the remaining questions. 

Kritee Gujral:	Okay, sure. Okay, so in this first example, the authors are interested in looking at the impact of intensive treatment versus regular treatment on whether or not a heart attack patient ends up dying. So what I do when I look at any instrumental variables paper is I break it down into these components. And this is the framework that I’ll be using for the rest of the examples. I encourage you to try this framework out as you’re reading IV papers. So the outcome of interest is death among elderly patients with acute myocardial infarction. The treatment of interest is intensive treatment versus regular treatment. 

And the endogeneity concern is that factors that are difficult to observe such as comorbid diseases, severity of illness, complex details of a patient’s health status and patient physician preferences could be influencing both intensive treatment and mortality. So the concern is that there are a number of factor’s that we cannot observe that are in the error term that are influencing both the likelihood of a patient getting intensive treatment and whether or not the patient ends up dying. So this makes the intensive treatment variable exogenous making the estimate, the coefficient on that variable which is the variable and the coefficient of interest would make this data biased. 

To address this endogeneity concern, the authors use an instrument; distance to alternative hospital minus distance to the nearest hospital where an alternative cost is where intensive treatment is offered. The relevance assumption that’s being made here is that patients with lower differential distance to alternative hospitals are more likely to undergo intensive treatment. And the exogeneity assumption that’s being made here is that differential distance has no direct impact on mortality. So let’s look at our diagram and highlight the key points. Distance to alternative hospital where intensive treatment is offered relative to nearest hospital to the patient impacts whether or not the patient will undergo intensive treatment. It has an influence in that patients that are relatively closer to alternative hospitals are more likely to undergo intensive treatment then patients that are farther from those hospitals. And exogeneity assumption that’s being made here is that this distance doesn’t have a direct impact on mortality. 

So in this paper, the authors split up that the patient sample into two types to highlight first the endogeneity concerns that we’re talking about that I mentioned and previewed earlier in the talk. So here’s the patients that didn’t undergo catheterization within 90 days of an AMI. Whereas, these are patients that did undergo categorization or intensive treatment within 90 days. And so what we see here is that the folks that underwent intensive treatment were younger and had fewer comorbid disease characteristics. So the endogeneity concern is that if we’re selecting these younger or healthier patients into intensive treatment, that we’re going to end up overstating the benefits of intensive treatment because we’re comparing folks with intensive treatment with folks that don’t get intensive treatment. So this causes this variable to be endogenous. 

Now the paper tries to establish the exogeneity and relevance of their distance IV. And the way they do that first, _____ [00:31:37] exogeneity of this instrumental variable, the authors break down the sample now into folks that lived closer to the alternative hospital that offered catheterization and folks that lived farther from the alternative hospital. And so what they show here is that at least the observable comorbid disease characteristics, these patients look very similar. So distance seems to be at least on the observed variables it seems to be independent of the distance which hints at the instrument exogeneity. And so here just keep in mind that really the instrument needs to independent also of the unobserved variables, bust since you can’t observe those variables, there’s no way to prove exogeneity through data. 

But you can just hint at it by showing that at least observed variables look like they’re independent of distance to the hospital, which provides some support that on unobserved characteristics, this sort of breakdown is going to be likely. Okay, so next authors try to establish the relevance of the distance IV and they show that folks that live closer to alternative hospitals are more likely to undergo catheterization. Whereas folks that live farther away are less likely to undergo catheterization, which just highlights that the distance IV makes you—if you live closer to the alternative hospitals, you’re more likely to undergo the treatment. So establishing that this IV is relevant or correlated with the treatment. 

Okay, so next the paper presents the results without accounting for the selection bias and then with the instrumental variables approach accounting for the selection bias. So here we see that without accounting for selection bias that catheterization is associated with a reduction of 30.5 percentage points in one year mortality rate. Adjusting for demographic and comorbidity differences using the observed variables, the effect size drops a little bit to negative 24 percentage points. Now with instrumental variables approach, there is still the sign on the coefficient is still similar. But the effect size drops quite a bit. 

So what we see here is that catheterization is reducing the one year mortality rate by 4.8 percentage points. So it’s still having not beneficial impact, but effect size is much smaller. And this is consistent with the hypothesis that the authors had that if we select in patients that are younger and healthier, we might be over stating the benefits of catheterization or intensive treatment if we don’t account for that selection bias. And when we account for the selection bias using one method such as instrumental variables that we would see a lower effect. 

Okay, so I’m going to walk through the next few examples a little bit quicker so that allows us time to engage in more questions. So we’re going to be breaking down the next couple papers in the same way. So in this paper, the authors are interested in looking at the impact of early life hunger on late life health. And so the outcome is health in later life measured by adult’s height. And the treatment of interest is hunger in early life measured by self-report. And the endogeneity concern is that later life outcomes and early life conditions in parent’s household jointly depend on unobserved confounders. So there are some unobserved confounders that are in the error term that are affecting both the early life hunger and late life health making the beta that we’re interested in bias if we don’t correct for this. 

So the instrument that these authors use is exposure to famine in early life. The relevance assumption that’s being made here is, exposure to famine early during life increases hunger in utero or at ages zero to four. And in the exogeneity assumption that’s being made here is famines do not impact health in later life except through the hunger in early life. So let’s look at our diagram and highlight the key points. Famine in early life is assumed to be having an impact on early life hunger. And famine early life should not have any impact on late life health in order for this instrument to be exogenous. 

Okay, so the authors conduct this instrumental variables approach and find that early life hunger is associated with a three centimeters reduction in height for men and that there is no effect for women. So what I especially like about this paper is that is how it positions itself in the famine literature. So prior studies have looked at the impact of early exposure to famine on late life health. So they had put in this famine variable in the regression and I looked at the impact of famine. But in this paper, they’re able to get the nutritional status of an individual so that they can look at folks that were actually affected by the same famine. 

So the indicators—so if we were just looking at an indicator on famine, we would be getting an average effect of the famine on late life health. But if we’re looking at the using famine as an IV, we’re really getting at what the paper argues is the main point which is, we want to understand the impact of early life hunger on late life health for those that were affected by the famine. And so in the instrumental variable approach we’re doing exactly that. By using the famine as an instrument, we’re getting the correlation of X and Z for folks that were affected by the famine and that they reported early life hunger. 

So these are folks that were actually affected by famine. We look at the impact of early life hunger of those individuals on late life health. And so that the paper hypothesized that if we look at just the impact of famine, it’s going to be smaller than if we looked at the famine of early life hunger in this manner because we’re looking at the folks affected. So this looking at famine just by itself will give us the average effect of the famine on those that were affected whose early life hunger was affected and those whose early life hunger was not affected as well. But this approach improves the understanding of how famine affects early life hunger and then affects late life health. 

Okay, so in this next paper, the authors are interested in looking at the doctor’s advice to stop smoking on patients behavior to quit smoking. So we want to break this paper down into these key elements. The outcome of interest is smoking cessation. Treatment is provider advice to quit smoking. And the endogeneity concern is that providers may be more likely to advise heavier smokers and/or those who’ve already been diagnosed with smoking-related conditions. So what that means is that the heavy smoking tendencies of a patient are something that is potentially observable to the doctor, but from a researchers point of view, it’s not observable. So it’s in the error term how heavy a smoker a person might be. And that’s something that is influencing whether or not a doctor advises the patient not to smoke. And if a patient is a heavier smoker, it can also be harder for them to quit smoking. So it’s having an impact on the Y variable as well so that is the endogeneity concern making this variable an endogenous regressor which would make this beta biased. 

So the instrument that these authors use is provider advice to diet or exercise. So what that means is if the provider also gave advice to diet or exercise, then this a provider that generally provides advice. So this instrument is just trying capture the style of this provider, a provider that tends to advise more often. The relevance assumption that’s being made here is that provider advice to diet or exercise is correlated with the advice to quit smoking. And the exogeneity assumption is that this provider advice for diet or nutrition and for physical activity are not directly impacting the patient’s likelihood of smoking cessation. 

Okay, so let’s take a look and highlight the key points in our diagram. So the advice to diet or exercise is correlated with advice to quit smoking. That’s the relevance assumption. So these are correlated in a sense that a doctor that gives advice to diet or gives advice to exercise may be a doctor that generally provides advice and that’s their style of practice. So they are more likely to give advice to quit smoking, but that this advice to diet or exercise doesn’t have a direct impact on patients quitting smoking. Okay, so in this paper, the one concern that authors—so the authors raised several concerns and I encourage you to read the paper and in detail to see how they raised several concerns or threats to these assumptions that are being made. But I’ll just talk about one of them here. 

There’s something such as health mindedness of a patient in the error terms it’s something that we don’t observe. It’s possible that a health minded patient chooses a doctor that is more advice giving, so tends to give more advice on diet nutrition. Tends to give more advice overall. So if that is going on, then there is something that is in the error term self-mindedness of the patient that’s correlated with the Z as well as and it also will impact—health mindedness will also impact whether or not a person is more likely to be able to quit smoking. So then that would threaten the IV being fully exogenous. And so that the authors walked through how they address this concern, so I’d recommend that folks look at and several other points that are raised that sort of talk about threats to the IV validity and how they conduct sensitivity analyses to address those concerns.

In this final example, authors are interested in looking at the impact of retirement on health, so the outcome of interest is health treatment of interest is retirement and the endogeneity concern is that declines in health can compel people to retire. So what means is that authors are interested in retirement impact on health, but really health could be impacting retirement. So there is this simultaneity problem. There is X could be where we don’t know if X is causing Y or if Y is causing X. So in such a simultaneity problem, instrumental variables can be used to address this concern. And so the instrumental variable that the authors use here is the self-reported probability of working past ages 62 and 65 which are milestone retirement ages when individuals were employed. So individuals were asked what is their likelihood of working past these milestone retirement ages. 

The relevance assumption that’s being made here is that people who indicate a high probability of working past these milestone are less likely to retire and the exogeneity assumption that’s being made here is that after controlling for hereditary health trends and past health history, self-reported probability captures the preference to retire and not the expectation to retire. So what means and I’m going to highlight what might be subtle here in the exogeneity assumption is that when a person reports their likelihood to keep working past certain milestone ages, they might have some understanding of their health that would influence their likelihood—their self-reported likelihood. 

But what the authors argue is that because they controlled for help hereditary health trends and past health history, that the remaining portion of this self-reported probability should be the preference to retire. Which is based on retirement alone and not the expectation like a health related expectation. Because if it was a health related expectation of an individual, it would be something that is also going to affect health or the outcome directly which would mean that the instrumental variable would be having a direct impact on health. 

But because the authors controlled for health trends in past health history, they argue that because of this, they are able to keep only the portion of the self-reported probability that relates to people’s retirement preference and not their health related expectation for their retirement. And what they find is that, when they do the IV regression as opposed to just the baseline OLS regression that the _____ [00:48:18] in the coefficient on that beta, the sign switches completely and what they find is that retirement has a beneficial and significant impact on health. 

Okay, so I know that was a lot of examples in a short time, but I think examples are critical for understanding IVs and I encourage you to do the same sort of exercise that we did where we highlight the endogeneity concern and the relevance and exogeneity assumption for other such examples. So these are some examples that I suggest looking at and breaking them down in the same way that we broke down those previous examples. And I’ll summarizes so we have time for some questions. In summary, IV regression is a powerful tool for estimating causal effects. The conditions for a valid instrument are relevance and exogeneity. Where the relevance assumption is that the instrument must affect the treatment of interest. And exogeneity assumption is that the instrument must be uncorrelated with all other unobservable factors that may affect outcomes. And using invalid week or endogenous instruments will give meaningless or unreliable results. 

Now the hardest part of finding good convincing IVs—no, sorry. The hardest part of conducting an IV regression is finding good convincing IVs. So that’s why these examples can help us get better at identifying potential good strong instruments. Because they help us assess the validity of the IV. Some tests are available to check instrument validity, but what is absolutely necessary is a good story for why an instrument is relevant and exogenous. So it’s really important that first, you understand what it means for an instrumental variable to be relevant and exogenous that you can convince yourself so that then you can make a compelling paper that uses IVs. Okay, so I’ll stop here and I’m happy to take any questions. 

Diem Tran:	We do have a number of questions. One is, if the instrument is an upstream variable with the treatment variable and as a mediator between it and the outcome and the instrument has no other pathways to affect the outcome except through the treatment mediator, then couldn’t we just regress the instrument on the outcome rather than going through the two step IV regression process? 

Kritee Gujral:	So it depends. So if you’re interested—so the whole point is that you’ve got an instrument that doesn’t belong in the equation explaining your outcome variable. So yes, if the only way that it can impact is through impacting the endogenous regressor first, I want to highlight what happened in the famine and early life hunger example is that yeah, you could maybe just look at the impact of famine. But if really the measure of what you’re interested in is early life hunger, then that’s what you should be looking at the impact of. It would just be giving you a different effect. You could look at the effect of famine, but it depends. If you’re interested in the effect of early life hunger of folks that were actually affected by the famine, it would make sense to specify your equation in this manner and not look at the impact of famine on late life health. Because if you do that, then you’re essentially looking at all the people that were in the area where the famine occurred but, not the folks that were actually affected by the famine in terms of their hunger.

Diem Tran:	That’s really helpful. I appreciate that example. Can you help clarify the distinction between endogeneity and confounding? 

Kritee Gujral:	I think they’re pretty much the same. It’s just that I think economists tend to use endogeneity and confounding as something I think epidemiologist more often or other scientists. But it’s essentially the same. 

Diem Tran:	That’s what I thought too, but I feel like it is a term used in different fields. 

Kritee Gujral:	So maybe what’s helpful there to talk about is that, when we say there are unobserved variables that are causing endogeneity, the endogenous variable is the one that’s being observed. Whereas, the confounding variables are the ones that are not observed. So maybe that helps too just kind of knowing a confounding variable is the one that we don’t observe. It is causing the problem and is making the variable that we do observe endogenous. 

Diem Tran:	So the next question is, can you talk a little bit about the best practices for including other covariates in IV analysis? Should there be a specific justification for why those variables need to be included in the model or can all observed factors influencing the outcome be included? 

Kritee Gujral:	Yeah. Okay, so the current practice among economists would be to not actually—so if you’re using a good causal inference method and if your IV is so strong, including demographic variables shouldn’t make a difference. But I think it’s not something that is popular yet in health services research, so folks want to see covariates included as well. So I think that what I would suggest is to do both the inclusion and exclusion of covariates and see that the results don’t change a ton. But really, if you’re using a good causal method and the causal methods themselves are strong, then you shouldn’t need to observe many covariates is the general idea. 

Diem Tran:	You’ve talked a little bit about this. Are there recommended tests for exogeneity to use for IV recognizing the importance of theory? 

Kritee Gujral:	The key thing to do is what this paper does, which is to show that your instrument on at least observable characteristics is independent of the observable characteristics. So you could do various regressions and test that essentially get at this concept, which is that you want to show that there is no pattern between your exogenous instrument and patient characteristics. So you can take the instrumental variable and look at the correlation of that with patient characteristics. And you essentially want to see that your instrument is not predicting variation in patient characteristics. So a simple method could be looking at your IV and regressing it on all of the patient characteristics you have. So essentially you want to see in that regression that those patient characteristics are not having an influence on your IV. That would pretty much do what we’re showing here in that table. 

Diem Tran:	Have you seen any instruments that have worked well with VA data? So maybe distance to nearest VA facility for likelihood to receive care at the VA versus community? 

Kritee Gujral:	Yeah. So I think that we want to be a little bit careful about generalizing too much about IVs. Because I think the whole point is that each use of IV really requires understanding the details of that specific case. So in this paper for example, distance to alternative hospital was being used, but this paper is looking at heart attack patients and so there is time sensitivity and distance, so it’s essentially saying that people have less of a choice of where they’re going to be taken to. So distance is going to be kind of a more important predictor. Now if you were looking at patients with chronic conditions, it could be you wouldn’t want to use distance because people could have moved to be closer to a hospital that is going to provide care for them. 

So I think we want to be careful of sort of taking an IV that works in one case and broadly applying it elsewhere. That makes me very nervous. So I don’t want to give strong recommendations of this is a good IV. Because really an IV should be very—it depends so much on the context of what is controlled or what is not controlled for, so it’s very, very specific. And you have to be very careful and look at the details of what is being controlled for and what is not be controlled for. So for example, if you were to just take self-reported probability here but not control for hereditary health trends and past health history, that would really not make your case a strong one that the self-reported probability only includes preferences related to retirement and not health. So I think you really have to be careful about the specifics. 

Diem Tran:	This might be our last question. Actually, we might be out of time. Feel free to email any questions. Is that okay if…?

Kritee Gujral:	Yeah. Please feel free to email me any questions you might. I’m happy to chat about this _____ [00:59:18]. Thank you.

Diem Tran:	Thank so much. People are very interested in this topic and had lots of questions and comments. 

Kritee Gujral:	Okay, great. Thank you everyone. 

Moderator:	Attendees, please take a few moments and provide answers to the questions that will pop up when we close momentarily. Wit that, I’ll just wish everyone a good day.
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