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Rob:	Over to you.

Liam Rose:	Yes.

Rob:	I’m sorry to interrupt.

Liam Rose:	Not at all. So, this is Liam Rose. I’m from HERC. This is the seventh installment of our Econometrics series. We’re about halfway through. So, plan to keep attending.

	Today I am joined by Libby  Dismuke-Greer who is a health economist also at HERC. Her expertise is often in the field of spinal cord injury and TBI research. Notably, she is maybe the biggest expert in all VA in DoD and VA cost linkages. 

	But today, she’s going to be talking about integral regression. Can I turn it over to you, Libby?

Dr. Libby 
Dismuke-
Greer:	Yes. Oh, thank you so much, Liam, for that wonderful introduction. I so appreciate your very kind words about me.

	Today I will be talking to you about interval regression which is a very specific type of regression technique and analysis that came about due to some of the research I was doing in the area of spinal cord injury specifically looking at income that was reported not as a continuous variable—as many studies may have—but actually in intervals for protection of privacy of individuals and to get individuals to participate more. I’ll discuss more about that. So, Rob, please, next slide. 

	So, let me talk to you a little bit about the issue related to interval regression or information reported in intervals. I will start with something called Stings in the Tails. You’ll see in a moment what I’m referring to. 

	Then we’ll talk about some different types of interval data. We’ll then talk about why we have bias if we try to use ordinary squares with interval data. 

	I will give you some options regarding statistical packages and their commands for estimating with interval data using STATA, R and SAS. I’m going to actually present to you an example from a study that I participated in. That was—as I just mentioned—using income or earnings for individuals with spinal cord injury.

	Another example from wait times for primary care in 10 OECD countries. Next slide please, Rob. 
	So, this is our first poll question that will help guide our discussion. Rob?

Rob:	Thank you. Poll Question One being, “What experience do you have with interval data?” That poll is up. Answer options “a) No experience with interval data or interval models estimation, b) experience with interval data, but not interval models estimation”, or “c) “experience with interval data and interval models estimation”.

	(Long pause)

	Those answers are streaming in, Libby. But let’s give people a little bit more time. I can still see things clicking away slowly.

	I think things have leveled off. So, I’m going to go ahead, and close that poll, and share out the results.

	What we have is that 29% answered a, 26% answered b and 17% answered c. Unfortunately, 29% answered no answer. So, it looks like it’s pretty even across the board. But mostly a) “no experience with interval data or interval modes estimation”. Back to you.

Dr. Libby 
Dismuke-
Greer:	Thank you so much, Rob. Thank you all for participating in that poll. It looks like some of you do have some experience with either interval data where maybe you’ve used some other techniques or about 24% of you’ve actually used interval models estimation.

	So, I know in that case I’ll be preaching to the choir so to speak. But hopefully, you may learn something new here.

	So, the first information that I would like to discuss with you is why interval data is different from other types of data. When we look at outcomes, we may be looking at outcomes that are binary. We may be looking at outcomes that are continuous, or categorical, or in this case, what we call interval.

	Interval data is just as it says—characterized by stings in the tails. Here, what you are provided with is information where you know the lower bound and the upper bound of an interval. But you don’t know what the true value is that lies between those bounds.

	So, instead of measuring a dependent variable on a continuous scale—and I have mentioned income. That is going to be sort of a theme throughout as you’ll see even with an example that I’ll present.

	So, you think of people as reporting income in different intervals rather than giving you the absolute measure of their income. They’re checking a box of different income intervals. 

	What you have is a scale that’s divided into a certain number of intervals that you have information on. This leads then to information lots since you really don’t know what the distribution shape of the intervals is.

	However, this is very, very common amongst government surveys. A lot of your government surveys to get people to respond to them. People are not very comfortable giving a dollar amount for their income, for example. But they will check a box for a different interval.

	Asking survey information in the form of intervals has been shown to reduce item non-response because it offers a higher level of privacy protection. There can be other things that are measured in intervals. 

	As we’ll see in another example worldwide, wait times for primary care is going to be another example. So, there can be many different types of variables that are measured in intervals versus getting a point measure for creating a continuous variable. Next slide please.

	So, what are the different types of income data? Well, if you’ve ever used a very, very commonly used survey is the Behavioral Risk Factor Surveillance System—or BRFSS. Also, the NAHIS. I think I have a mistake there. The National Health Insurance Survey—NHSIS—and the Medicare Current Beneficiary Survey—MCBS—are all reported in intervals. Also—as we’ll see from a study of 10 countries—wait times as I mentioned before. Next slide please.

	So, here’s a slide that shows the income data for BRFSS in 2019. As you can see, there are different values of income. They range in values from very low intervals to very high intervals. Instead of having the dollar amount of the income, you’ve got values one, two, three, four, five, six, seven, eight, nine, 10, 11.

	So, the dependent variable in this case—rather than being an income amount let’s say $50,000, or 75,000, or 38,200, or 62,300—these numbers are reported as values. So, they’re reported in intervals. Next slide please.

	(Long pause)

	So, what happens—and I actually had done this many, many years ago before I had interval regression available to me. When you saw an income reported or some other variable reported in an interval, some people would say, “Well, we’ve got a minimum value went into the tail and a maximum value at another end of the tail. So, why don’t we use the midpoint and just say that everybody who checked that box, everybody who reported their income in that particular interval, has the income of the midpoint?”

	However, estimating this way, it comes with a disadvantage of giving biased estimation results. So, if you estimated regression model, using data reported in intervals and assume for everybody who checked that interval that it’s the midpoint of that interval that is the true value, then you are obviously losing a lot of information. You’re going to have biased results.

	The reason why this happens is because there is uncertainty stemming from the true distribution of the data within the intervals. So, you don’t know how many people were reporting income, for example, at the high end, the low end, what the P25 is, the median, the P75. You don’t know what that distribution looked like.

	So, when you just take a minute, your losing a lot of information and you are definitely leading to potential bias in your estimates. Next slide please.

	So, here is my Number Two poll question regarding statistical packages that people commonly use. Rob?

Rob:	Thanks, Dr. Dismuke. Poll Question Number Two question is, “Which statistical package do you use?” This one is a “check all that apply”. Options “a) STATA, b)SAS, c)R, d) SPSS, e) Other.” If you wanted to be real fancy, you could enter into the chat what “Other” means to you. If I get it in time, I can read that off.

	So, this is probably going to add up to more than 100, Libby, because you have “check all that apply”.

Dr. Libby
Dismuke-
Greer:	That’s fine. It’ll just show as all. Really, I know Liam, for example. I think, Liam, you’re very proficient in SAS, R and STATA, right?

Liam Rose:	Yes, but definitely not SPSS for me.

Rob:	Looks like one person who answered “other” wrote in, “M+” in the chat. I’m just bringing up the poll.

Dr. Libby
Dismuke-
Greer:	Wow.

Rob:	We have about—

Dr. Libby
Dismuke-
Greer:	That’s impressive.

Rob:	--85% have made their choices. So, that’s probably going to be about it. So, I’m going to close the poll and share the results out. I’ll read them off to you.

	Again, this is going to add up to more than 100%. But 21% say “STATA”, 45% said “b) SAS”, 38% “c) R”. It might’ve made more sense if I had read the numbers, but nevertheless 12% said “d)SPSS” and eight percent said e) “Other”. I could read the actual numbers as in 20 respondents if you like, Libby. Do you have enough information from what I’ve read?

Dr. Libby
Dismuke-
Greer:	That gives me enough information. Thank you so much. It looks like the majority of people are actually SAS and R users from what I’m seeing. 

	This has changed quite a bit in my time. I know R has become just an extremely favorite program for many people in the area of health and economics as well. 

	So, I will give you the commands for all of them. I confess to you all. I am a STATA user, so I’m in the minority here. That is the one that I am most familiar with.

	So—

Rob;	We’ve got two answers that said Python as well. I’m sorry I interrupted you.

Dr. Libby
Dismuke-
Greer:	Oh, Python?” Wow! Okay. Okay, wow! We’ve got some really proficient analysts and coders here in this group. So, thank you so much, everybody, for sharing that.

	So, I’m going to start with what I am most familiar with and with the commands that I have used in the past. That is in the area of STATA. I will provide the SAS and R commands as well for those of you who use those programs.

	So, when you are facing a dependent variable reported in intervals—whether it’s income, wait times, or some other type of dependent variable—then STATA has a program called Eintreg. Eintreg fits a linear model with an outcome measured as point data, interval data, left-censored data or right-censored data. 

	So, as such, it is a generalization of the model fit by Tobit. Tobit models have been around for a very, very long time. Eintreg is a generalization of this Tobit model.

	Basically, when you are fitting your data for this model, you’re going to have to put in rather than your dependent variable. Just being one variable as we normally think of a variable where that variable’s binary, or continuous, or even sometimes categorical, in interval regression you actually have two dependent variables. 

	So, you’ve got a lower endpoint and an upper endpoint that you have to put in. So, for example, the lower level of an income interval would be from zero-to-$10,000. You would actually have in your programming the lower bound of zero and the upper bound of that interval of 10,000. 

	If the next interval goes from more than 10,000-to-25,000, then you would have your lower bound as 10,000 and your upper bound as 25,000. So, you’re basically having to put in the data here to dependent variables at the same time.

	The beauty of Eintreg is that your coefficients are interpreted directly just as you would in an OLS. So, you don’t have to go through any manipulation of the estimates to get the answer that you’re looking for in a way that you want to report. Next slide please.

	(Long pause)

	So, you have the option in Eintreg—as you do with many other types of aggression analyses—to get robust errors, or to model heteroscedasticity, or adjust for complex survey design. So, for example, if you are using a survey data such as BRFSS, or NHANES, or NHIS, then you want to do that survey in data. You would use the survey set command because you’ve got waits in these databases.

	Interval regression allows for that in STATA. So, you would be able to do that to adjust for your complex survey design which is the case with many of these surveys that are data that are being analyzed. Next slide please.

	Well, sometimes—and you’ll see this in the example that I’m going to provide—sometimes what you’ll find is that you realize and understand that you have got some endogeneity—some covariance with non-random treatment assignment and endogenous sample selection. 

	In this case, for example, if you’re looking at income, you have individuals who will appear to not have any income or a zero income because they are not participating in the labor market. In that case, we know that participation in the labor market is endogenous. 

	It means that several of the independent variables that you’re adjusting for in your regression such as sex, or age, number of dependents, other factors you might be looking at affect the decision to participate in the labor market—or in other words to have income—as well as the amount of the income recorded. In that case, you’ve got an endogeneity issue or sample selection issue.

	So, in STATA—for those of you that use STATA—you have another command—E-I-N-T-R-E-G—Eintreg which allows you to adjust for this sample selection or endogeneity. You will get different results than from the  Eintreg. I’m going to be showing you an example of that. 

	The  beauty is you can put into your regression continuous, binary or ordinal endogenous covariance and treatment assignment can be endogenous or exogenous. So, while you’ve got these limitations on the dependent variable side, you’ve got free reign pretty much on the right-hand side for your independent variables. Next slide please.

	So, you also have other extensions like for those of you who want to use random effects. You’ve got X-T-E-I-N-T-R-E-G and this command in science data fits a random effects interval regression model that accommodates endogenous covariance, treatment and sample selection the same way as E-I-N-T-R-E-G—the previous command we saw, but also counts for correlation of observations within panels or groups, so that you can control also for random effects beyond the independent factors or variables that you’ve put into your regression model.

	So, it’s extremely flexible—this command in STATA. So, we’ve seen three different commands—the original Eintreg where you’ve got a very straightforward estimate of a dependent variable reported in intervals, then you’ve got the E-I-N-T-R-E-G—Eintreg—where you want to adjust for endogeneity, and then the X-T-Eintreg where you can actually adjust also for random effects as well as endogeneity, so very flexible. Next slide please.

	Beyond that—and I confess. I’ve not used these. You’ve got Bayesian interval regression for those who want to use Bayesian models. Finite mixtures of interval regression models, multilevel mixed effects interval regression, parametric models for interval censored survival time data and random effects interval data regression models that we just saw.

	So, you’ve got a number of other possible extensions for Eintreg to accommodate all kinds of complex models. Next slide please.

	So, for the majority of you who are SAS users, you’ve got the R package KD algo which estimates statistical indicators and it’s standard errors from the interval censored data. 

	SAS uses PROC LIFEREG and here it’s just sort of an example from a program. Next slide.

	So, I wanted to give you a couple of examples. This study—as Liam mentioned—I’ve done work. I do most of my VA work in the area of traumatic brain injury, but I’ve also done quite a bit of work in the area of spinal cord injury especially in civilian world and a lot in the area of employment outcomes, and income for individuals with spinal cord injury.

	We were engaged in a study which was quite complex. It’s survey data where we were looking at employment status of the individuals, the hours they worked, gainful earnings after spinal cord injury, and their relationship with pain measures from spinal cord injury, prescription medications for pain in spinal cord injury, and non-prescription opioid use in individuals with spinal cord injury.

	These are civilians. They’re not veterans I have to say. This is a civilian study. Participants included 4,670 adults with traumatic spinal cord injury of at least one year duration who are enrolled in a study of health and longevity. Earnings were measured with 16 categories ranging from a low of less than $10,000 to a high of greater than $175,000.

	So, we had income on all these individuals. But given the nature of this sample of individuals who are disabled with spinal cord injuries, also they’re reporting out on things like non-prescription opioid use. 

	So, very sensitive information. They also consider income to be sensitive. They are willing to report it in intervals, but not give the exact dollar amount. Next slide please.

	So, we wanted to look on two ways at earnings for these individuals, and look at the estimate, and association of pain measures of individuals with spinal cord injury, as well as their medications for pain with their earnings looked at two ways.

So, we first looked at earnings conditional on being employed. In other words, assuming they were employed, what is the outcome of interest in terms of income? 

That is Intreg, right? So, Intreg doesn’t take into account any type of endogeneity. It only looks at that dependent variable in those interval tails. 

We then said, “Well, we really want to look at the full sample of individuals because there’s a lot of unemployed individuals in our data. A lot of people reporting no income.” So, we wanted to look at the full sample. Include everybody without income who are not in the labor force. 

Now we’re using the EXT Intreg. Remember this would allow us to control, for example, selection. In other words, participation in the labor force as an endogenous variable. Next slide please.

I apologize for the business of these tables. They are directly from the study. But what you can see if you peruse this table carefully, you can see a lot of differences in the estimates going from the smaller cohort of individuals who work and have income versus the much larger cohort of individuals which included those who worked and who did not work, those who had income and did not have income.

So, on the left-hand side we’re reporting the original interval regression, but we’re not adjusting for endogeneity. We’re only including those who worked. We’ve got their lower and upper bound on their income.

On the right-hand side, we are adjusting. We’re allowing people with zero income, so that we can adjust for the covariance. Next slide please.

So, what you would mainly see in that table—because it is very busy—is that a couple of things happen when you compare the Eintreg that is without endogeneity with the endogeneity models with X EXT Eintreg you see injury severity of a certain type C5-C8, for example, become significant in unconditional earnings where it wasn’t in the conditional earnings. “Conditional” meaning employees as does all age categories and time since onset of between 20 and 29 years.

Painful days zero-to-five and all painful conditions become significant as well. Finally, pain medications become significant with never use being associated with the highest earnings.

So, we see a lot of variables become significant in between those two tables when we move from not controlling for endogeneity to controlling for endogeneity. Next slide please.

Okay, so here is another example that we’re going to be looking at that’s different from the income. This is wait times. So, we’re looking at what is the difference in wait times for primary care across 10 countries in the organization for economic cooperation and development.

Wait time is measured by time reported to see an MD or an RN from the Commonwealth Survey for Primary Care. The days were reported in same day, next day. So, that’s zero days, one day, two-five days, six-to-seven, eight-to-14 and more than two weeks.

So, they estimated. This is not my study. They estimated different models for every country. Next slide please.

So, here again, you see very different estimates depending on each country by age, by education, by income and by the different disease that these individuals had. There’s a lot of fascinating results when you look at which countries have significantly lower wait times while others have significantly higher wait times whether it’s by education, income or any of these values.

This is an example of how you can turn a variable reported in intervals such as wait times, and estimate it correctly without OLS bias, and even do it for 10 separate countries in this case. Next slide please.

So, the main information is that when data’s reported in intervals, OLS is biased. Eintreg and many of its extensions are available in STATA. Our package also has a command in SAS as well and coefficients are interpreted directly. 

I know I haven’t left a whole lot of time left for questions. So, let me stop here and if you can do the next slide just for anyone to contact me. There’s references and questions for me. 

So, reach out to me or any of my colleagues at HERC. Thank you so much.

Liam Rose:	I actually think we have plenty of time for questions if anyone wants to put them in. Remember to put them in the Q & A and not the chat. But I think that you’re looking at the timer in the corner. That’s actually started earlier than the hour.

Dr. Libby
Dismuke-
Greer:	Oh! Okay. Oh, I’m sorry. Okay. Well, I jumped ahead because I thought, “Oh!” Sorry. I’m sorry.

Liam Rose:	No, not at all. So yeah, again, if anyone has questions, you can put them up in the chat. 

	I wanted to ask if you have any examples of anyone who’s kind of quantified the bias in their study where they kind of tried to do it with OS and then they tried it with one of these packages seeing just how much it’s really affecting their estimates.

Dr. Libby
Dismuke-
Greer:	Liam, that occurred to me as I was reviewing my slides before. I thought, “Somebody should really go back in.” I haven’t seen that. But it doesn’t mean it’s not out there.

I have not done a complete exhaustive search of all interval regression papers. But it would be interesting I think to go back and do a study where we estimate something using a midpoint like you’d say an OLS, right?

Compare it with using these commands. Is that what you’re suggesting?

Liam Rose:	Yeah. I just am thinking about how much bias are we talking. Does it matter a ton? Does it matter none?

Dr. Libby
Dismuke-
Greer:	Yeah. I think that’s an important question. As we did in the spinal cord paper, we saw a lot of differences between the different types of interval regression, right?

	The one without the endogeneity and then the one with endogeneity. So, that in/of itself even within interval regression analysis makes a big difference. What type of interval regression you’re using whether you’re using the basic one where you’re not allowing for any endogeneity in your model versus the one where you do allow for it.

	We saw those important distinctions and changes. You can go back, Rob, a couple of slides. 

	I sort of thought I was running out of time, so I sort of moved really quickly. If you can go back to the spinal cord injury. Oh there! There, okay.

	So, you can see a lot of variables become significant when you allow for endogeneity between Eintreg and EXT-Eintreg. They change estimates as well as significance which is really, really important. 

	So, I think you’re right, Liam. I think what would be interesting is to go back. Not necessarily this study, but in some study do it. Take the midpoint of the interval—as we did in the old days—and estimate with OLS, and then check these different ways of estimating interval regression to see. Would that quantify the bias? 

	You’re much more of an econometrician than I am. So, would that be how you would do it? How would you?

Liam Rose:	I think that would be enough of an example. Actually, we had someone in the Q & A—Laurie Jacob—put an example that somebody else tried this--

Dr. Libby
Dismuke-
Greer:	Oh good.

Liam Rose:	--comparing Eintreg regression outcomes and OLS outcomes. I thank you for posting that in there.

Dr. Libby
Dismuke-
Greer:	Thank you. Can you send me that example? I would love to do that, so I can update my slides for next time.

Liam Rose:	Yeah. We had another question I thought was a really good one where they’re asking when can we think about integral regression versus ordinal regression and when would it be better? 

	So, maybe in the example would be you could do a Multinomial Logit or something when you have some kind of categorical variable compared to an integral regression.

Dr. Libby
Dismuke-
Greer:	Liam, help me think about that. So, a Multinomial Logit is assuming some sort of equal way and distance. It helps if you have an example of something.

Liam Rose:	Yeah, it’s a good point.

Dr. Libby
Dismuke-
Greer:	Is—

Liam Rose:	It’s a good point.

Dr. Libby
Dismuke-
Greer:	Yeah. Do you prefer cars that are green, yellow, black or blue, right? In that—

Liam Rose:	Uh-huh.

Dr. Libby
Dismuke-
Greer:	--Logit versus—

Liam Rose:	Yeah.

Dr. Libby
Dismuke-
Greer:	To me, that’s a different type. I’m trying to think. I don’t know because you actually have a distribution in these intervals, right? 

	Income, wait times, they’re actually the point. If it’s a blue versus a green, versus a yellow, versus an orange car, that’s a known thing versus an interval where you really don’t know where the point lies, right? It’s continuous within that interval in a way. 

Liam Rose:	Yeah.

Dr. Libby
Dismuke-
Greer:	So, I’m not sure it’s enough. What do you think, Liam?

Liam Rose:	Okay. So, then a follow-up is that Laurie again was telling that, “Okay. It’s not a Multinomial Logit where you’d think that those kind of things are often used for say good, fair and poor health.”

Dr. Libby
Dismuke-
Greer:	Yeah.

Liam Rose:	You’re not really sure if there’s a continuous--

Dr. Libby
Dismuke-
Greer:	Yeah.

Liam Rose:	--variable underneath it.

Dr. Libby
Dismuke-
Greer:	Right. 

Liam Rose:	How about with an ordinal regression where you’re saying there is some kind of distribution underneath, but you’re not really sure the distance between those? I think that maybe the question gets into this idea that sometimes these surveys for income, for example, will do it in kind of these unequal amounts of money.

	So, it won’t be blocks of 20,000. It’ll be—

Dr. Libby
Dismuke-
Greer:	That’s correct.

Liam Rose:	--10-to-20, 20-to-50, 50-to-100?

Dr. Libby
Dismuke-
Greer:	Uh-huh.

Liam Rose:	So, how do we think about using the interval versus an ordinal regression in that context?

Dr. Libby
Dismuke-
Greer:	Right. I’m really, yeah. Again, I’m not an econometrician. But it just seems to me that they’re measuring such different things of those examples even if they were reported equally.

	So, let’s say you were reporting income in 10,000 increments like 0-10, 10-20, 20-30, 30-40, 40-50.

Liam Rose:	Yeah.

Dr. Libby
Dismuke-
Greer:	When you did it Multinomial Logit or Ordinal Logit? Is that what you’re thinking?

Liam Rose:	Yeah, or some kind of ordinal regression. Usually I guess it’s a Logit, but I suppose it doesn’t have to be.

Dr. Libby
Dismuke-
Greer:	Yeah, or some kind of ordinal regression. I still think the issue is the ordinal regressions are looking—from what I can remember. They’re assuming some sort of equal wait between those options—of--

Liam Rose:	Okay.

Dr. Libby
Dismuke-
Greer:	--of first whatever, how many ever different options you’ve got. It’s still not accounting for that distribution within the interval. I think that’s my—

	(Crosstalk)

Liam Rose:	Got it. Okay.

Dr. Libby
Dismuke-
Greer:	But again, I’m not an econometrician. So, there’s probably some people out that are more econometricians. They have more econometrics experience than I do who might say so.

Liam Rose:	Sure. So—

Dr. Libby
Dismuke-
Greer:	Including you, Liam. What do you think?

Liam Rose:	I don’t know. So, I’m just curious how you go about it. Do you think about using these interval regressions when you see something where you would prefer to have this continuous measure, but it’s just not available?

	It’s cut up into these kind of blocks that you can’t control. You’re applying the interval regression in that scenario?

Dr. Libby
Dismuke-
Greer:	Exactly because you’ve got an unlike. There’s ordinal regressions that you’re talking about or Multinomial Logits where you only have one value, right? For those.

	You actually have two dependent variables in interval regression. You’ve got the low bound and the upper bound. 

	So, you’re taking into account the lower and the upper bound of the possible value whereas in the Multinomial Ordinal Logits, you only are allowed one value for that dependent variable. You’d have to choose some value, right?

	A midpoint or--

Liam Rose:	Right, yeah.

Dr. Libby
Dismuke-
Greer:	(Crosstalk)

	--value.

Liam Rose:	Yes.

Dr. Libby
Dismuke-	
Greer:	My understanding is, yeah. At least interval regression is allowing you to take into account the low bound and the upper bound whereas I don’t know of any others that do.

Liam Rose:	Yeah. You really wouldn’t be able to do that without some kind of ordering that you’ve placed on it. 

Dr. Libby	
Dismuke-
Greer:	Right.

Liam Rose:	We have another question that’s kind of related. “Do you have any information on the width of these intervals?” 

	So, let’s say you’re working with not very good data and the width is kind of very wide or very small depending. There’s kind of a lot of variance in those widths.

Dr. Libby
Dismuke-
Greer:	I don’t--

Liam Rose:	“Have you found anywhere in your work where it kind of matters as much?”

Dr. Libby
Dismuke-
Greer:	My understanding is because I haven’t seen anything in interval regression that talks about any limitations regarding the width. The widths don’t have to be equal. 

	Just like you said, you can have a less than 10,000 first interval and then your next interval could be 10-20,000. Your next interval could be 20-50,000. As long as you know the upper and lower bounds, you’re fine. It’s not.

Liam Rose:	Okay.

Dr. Libby
Dismuke-	
Greer:	You’re not restricted to having equal intervals, right? There’s nothing here. That’s why you’re taking into account when you set up the STATA. Again, I’ve only done it in STATA.

Liam Rose:	Okay.

Dr. Libby
Dismuke-
Greer:	I’ve not done it in R or SAS. You are putting in the lower bound variable and the upper bound variable for the dependent variable.

Liam Rose:	Yeah, okay. We have another question. Maybe if you could double-back to when you were thinking about the endogeneity problem on your study and how were you thinking about that in terms of why it matters to have an interval regression?

Dr. Libby
Dismuke-	
Greer:	Rob, can you go back a couple of slides for me, please? Back again.

	Okay, here. There you go, perfect. “Methods”, okay. So, the Labor Economics literature is well known for issues surrounding what they call labor participation even outside the healthcare world.

	So, labor economists have developed a lot of models that show that before people, you can actually estimate income models or earnings models for an individual. You also have to take into account their decision to participate in the labor force.

	You can imagine. Oh my goodness! COVID is an excellent example of that. Remember how many people who were taking care of their children and didn’t probably have an option of working from home actually exited the labor force, right?

	During COVID, we saw a lot of that happening. Why? Because they may not be able to afford caregivers that they needed or there were other considerations. So, there’s a decision that a person makes to enter the labor force at a particular point in time.

	You may see individuals who are primary caretakers of children, or even elderly, or others make decisions based on their expected income, to actually be in the labor force. So, the other major impact on labor force participation obviously is an injury like a spinal cord injury.

	So, we took that literature from the general laborer economics area and we said, “Well, we see a lot of people in here have income, but a lot don’. We want to first estimate a model of those who have income. What are the effects of pain, symptoms and medication use on the income of individuals we observe to have income? Individuals who are in the labor force?”

	But then we also wanted to know. We wanted to be able to take into account that endogenous decision of whether or not participate in the labor force at all. So, many of those are the same factors. “Are you female or male?” “What’s your age?” “How many dependents do you have?” and then all your health issues including in this study things like your medication. See how that effects your decision to participate in the labor force.

	That’s the second model—the full sample. So, we have everybody in the second sample--everybody who does not participate in the labor force as well as everybody who does. That’s why we see different effects and significance in that second model where we’re including everybody versus the first. Does that help? 

	This all comes from the labor market. If you go to the labor market literature, you’ll see a lot of talk about endogeneity and decisions to enter the labor force. 

Liam Rose:	Yeah, great. 

	(Long pause)

	Yeah. So, maybe if you could flip to the Resources slide one more time. 

Dr. Libby	
Dismuke-
Greer:	Yes.

Liam Rose:	We don’t have any other questions at the moment. So, we might be able to—

Rob:	I saw one that came in through the chat and I’ve been paying close attention.

Liam Rose:	(Crosstalk)

Rob:	I don’t think it made to the Q & A. So, let me read it to you. “Is there a methodology for dealing with these types of issues on the right side of the equation i.e. if you’re using interval income to predict an outcome?”

Dr. Libby
Dismuke-
Greer:	Oh boy! What I’ve read, it accommodates continuous, binary, categorical variables on the right. We create those variables often on the right-hand side. 

	I know in a lot of the work I’ve done in the spinal cord injury survey where we actually will create a variable, “I’ve been injured. The injury was 10-19 years.” We tend to treat those as, I guess, what do we call those?

	I don’t want to use the word _____ [00:50:05]. You have a reference category. So, a reference category of spinal cord injury less than 10 years, 10-to-19, then 20-to-29 years where you’re looking on the right-hand side at the coefficient or estimate based on being in that interval.

	The effect of that on the dependent variable which we estimate with Eintreg. You’re right. We often are looking at category, the effect size assuming the same effect size on the right-hand side of an injury category of 10-to-19 years, for example, has one estimate of an income. There’s an amount on the income from that or education between a certain number of years on the dependent variable which is while it’s modeled in interval, we’re actually getting a number on that right-hand side variable.

	So, you’re correct. We often do that with intervals. We even create them to try to get what we think may be more meaningful estimates than assuming a continuous, “How many years have you been injured?” “What’s the difference between zero-to-one, one-to-two, two-to-three, three-to-four?” because sometimes we have people injured 40-50 years. We want to look at it in intervals. What does that mean?

	Again, I’m not an econometrician. I’m sure an econometrician would have something to say about that. But I’ve not seen any issues with that. But it’s certainly something to think about. Do you have an opinion—whoever asked the question?

Liam Rose:	I will keep an eye out if they have that, But we do have--

Dr. Libby
Dismuke-	
Greer:	I would like to hear that. Yeah.

Liam Rose:	Yeah. We do have one other question if you have the time.

Dr. Libby
Dismuke-
Greer:	Sure.

Liam Rose:	So, the question is about, “What are the limitations in interval regressions when you’re thinking about either cross-sectional or longitudinal data? Does that matter at all? What about interpreting the coefficients when it’s in a levels versus logs sale? So, if it’s income in dollars versus a percent change in income?”

Dr. Libby
Dismuke-
Greer:	Okay. That was a couple of questions there.

Liam Rose:	Yeah. Start with the first one. Do you think there’s any--

Dr. Libby
Dismuke-
Greer:	Yeah.

Liam Rose:	--anything that matters with these when you’re looking at cross-sectional versus a panel of longitudinal data?

Dr. Libby
Dismuke-
Greer:	This is cross-sectional data. I’ve not done this longitudinally. In other words, we haven’t looked at this. I don’t know that.

	Rob, can you go back to the different types. I know it handles Bayesian. Okay. Up. Up, let’s see. 

	(Long pause)

	There you go, okay. So, let’s see. It handles Bayesian which I don’t know anything about. I confess. It handles finite mixtures. Multi-level mixed effects in parametric models for interval censored survival time data.

Liam Rose:	Okay.

Dr. Libby
Dismuke-
Greer:	I don’t see anything for longitudinal.

Liam Rose:	Well, if it has random effects, then it would’ve. It has to have some kind of longitudinal mix, right?

Dr. Libby
Dismuke-
Greer:	Random? Random would handle that?

Liam Rose:	I think so.

Dr. Libby
Dismuke-
Greer:	Okay.

Liam Rose:	I’m not sure about mixed effects, but yeah. Same idea. What about interpreting the coefficient? You want to think about an odds ratio versus the just in dollars, for example.

Dr. Libby
Dismuke-
Greer:	Okay.

Liam Rose:	So, the level.

Dr. Libby
Dismuke-
Greer:	Right. These estimates are—like I said—one of the beauties of these. So, if you’re doing income or your wait time, you’re getting OLS type estimates that you can interpret directly in terms of a marginal effect of dollars or a marginal effect of days in terms of the wait times.

	I think I hear you say what if you want to estimate the odds that somebody falls in an interval. That’s--

Liam Rose:	Yeah. I suppose that’s kind of a different way of thinking about it.

Dr. Libby
Dismuke-
Greer:	That’s a different question, right, Liam? That’s more the Multinomial Logit type thing where you’re saying what’s your odds ratio.

Liam Rose:	Yeah.

Dr. Libby
Dismuke-
Greer:	What’s falling in zero-to-10,000 versus 100-125,000 range, right? It’s--

Liam Rose:	Got it.

Dr. Libby
Dismuke-
Greer:	Yeah. It’s the odds of falling into an interval versus your data is that you’re lying in those intervals. That’s all being taken into account. So, I hope that helps.

	Boy! There’s been some amazing questions and I think there’s a lot of really smart people out there in the econometrics area.

Liam Rose:	Yeah, okay. I don’t see any other questions. But I think this was a very informative presentation. I think it’s very good because a lot of people haven’t used it much—as indicated by your poll. 

	So, thank you for giving us all these resources to think about. I think like you said, a lot of these questions are very kind of pushing the edges of it. So, this is--

Dr. Libby
Dismuke-	
Greer:	Yeah.

Liam Rose:	--a great intro though. So, thank you.

Dr. Libby
Dismuke-
Greer:	Well, thank you, Liam. I love having you host because I know you think about a lot of things that I wouldn’t and have understanding of different econometric methods and models. So, having you host me has been wonderful and informative for me.

	I’ve learned so much from the audience. You’ve given me a lot of things to think about for next year’s presentation and including the need to go back. I know someone has shared an example of the bias. But I’d like to go back and check that in my own studies to see--

Liam Rose:	Yeah.

Dr. Libby
Dismuke-
Greer:	--what those biases are. So, thank you so much, everyone. Rob--

Liam Rose:	I’ll provide real quick--

Dr. Libby
Dismuke-
Greer:	Yes, please.

Liam Rose:	--next week we’re speaking about Quantile Regression with Dr. Linda Tran and then we’ll be talking about Quantile Regression in the week after that as multi-models of continuous outcome, so really kind of building on it—this idea of, “What do you do when you kind of have something a little bit odd in one of your variables when it’s supposed to be continuous?”

	(Long pause)

	I think that’s it.

Rob:	Just a moment ago, one of the people I was talking with sent something in. It’s more of a comment than anything else. But there’s time if you want to read it, Liam.

Liam Rose:	Oh yeah. “It seems like an area that needs more research. Maybe the need for something in between categorized variables and continuous variables.”

	Yeah. It’s a very tough question. Sometimes it seems like it’s very study-specific and sometimes it seems like there should be this kind of parsimonious answer. I don’t know if you have any thoughts on this, Libby. It’s kind of this idea of-- 

Dr. Libby
Dismuke-
Greer:	Oh yeah.

Liam Rose:	--sometimes it could be either one.

Dr. Libby
Dismuke-
Greer:	Wait, yeah. So, “The need for something in between categorized continuous variables and continuous two-part variable representing the interval when it’s an independent variable.” I don’t know if they, but they might exist. Wow. 

Liam Rose:	Sorry.

Dr. Libby
Dismuke-
Greer:	Yeah. I think it would be great to consult with an econometrician to really find out what it means. I think we’ve got this way to handle interval dependent variables, but the question is how about on the independents? That’s what I’m seeing here when it’s an independent variable representing the interval.

	So, that’s something to definitely look into and please reach out to me with suggestions, anything you find that you think I can use to improve the presentation next year from the audience. I just love all this discussion. Thank you so much.

Liam Rose:	Thank you, Libby.

Rob:	Thanks, everybody. Please fill out the survey when it pops up when I close.

Liam Rose:	Thank you.

Dr. Libby
Dismuke-	
Greer:	Bye, everybody.
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