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Rob:	…turn things over to you.

Mark Bounthavong:	Yes, thanks Rob. Hello everyone. Welcome back. This is part of the tutorial on building Markov models in Excel. A couple of weeks ago, we went over the fundamentals, the framework of a Markov model, its usefulness, and its limitations. Today, I want to spend at least the next 45 minutes or so walking through an exercise on how to actually build this in Excel. You should be able to access the Excel files on GitHub, which was linked in the email. And I'll go over it one more time, how to get access to the template that I built for this tutorial.

With that, I'm going to go ahead and just move forward with the slide and just remind everyone that a lot of the material that we're going to talk about, in fact, all the materials we're going to talk about should be available in the course's GitHub site, which you'll have access to. If you have the slide deck, you can actually click on this hyperlink. It'll take you there. I have updated presentations here. So, whenever I update the presentations, I'll load them into the file folder here. The Excel files are located in the Excel folders. I have some reading content if you're interested in reading more about Markov models and how to build them. I have a couple of papers there and, of course, a lot of hyperlinks on this GitHub site. If you're interested in learning more, feel free to return to this GitHub page or even bookmark it so that way you can get access to updated content in the future.

With that, I'm just going to just dive right in. What you're seeing is a screenshot from the Excel template that I posted on GitHub. And I'm going to go over the template in a minute, but I just wanted to capture some screenshots so that way you have access, at least visually, to what the template's going to look like. In our last part, when we talked about Markov model, we used an example of a three-state model. And just so we've refreshed people's memory, these are different types of states that the Markov model captures in its iteration across time. We think of each iteration as a cycle. And the cycle could be any length you want it to be, but it has to be the same length from cycle to cycle.

Let's say we do a 100-year time horizon. I could use a one-year cycle. And each of these arrows represent transition probabilities within that one year. For example, in one year, a patient can go from well to illness as a probability there. They can go from well to death. And they can just remain in the well state. That's the advantage of a Markov model, that we could have one transition probability for every cycle that we could use over 100 years. That's what we call Markov chain. Some people have asked, what happens if a patient gets older? Doesn't their survival rate die or survival probability change? And yes, it does, and that's what we call Markov process. I'll talk a little bit about that at the end of today's presentation, but I'm not going to focus on it. Just know that there are ways to manipulate the probabilities, which could change across time, and you can actually perform those changes rather simply sometimes with a function, but we're not going to talk about that today. We're just going to talk about the fundamentals of how to build these in Excel.

With that being said, this is what I would call my usual second sheet on Excel. I have a first sheet, which is the introduction, but the second sheet on Excel, I usually have my parameters. Here we have the transition probabilities that you normally would see in a transition matrix. And what I have here are transition states on the left column and where those initial states are going to in its next cycle. We have wellness to wellness. We have wellness to illness. We have wellness to death for the first transition state and the different transition pathways with that state. And I have here the calculations, at least for most of them.

For example, since this is based on probability, the sum of the transition probabilities for that state need to be equal to one. So in this case, if you have the transition probability from going from the well state to the illness state and from the well state to the death state, you can easily calculate the transition probability going from the well state to the well state. And that's simply one minus the sum of the other two. So those are where the probabilities are coming from.

Now, the numbers here are just random numbers that I selected just for demonstration purposes. But you would get these transition probabilities usually from the literature. For example, there's an RCT, a randomized control trial study out there that actually provides the data for these transition probabilities. And you would use those or some kind of meta-analysis, basically aggregating and then performing some type of robust statistic to get some kind of point estimate. And clearly, these numbers here have some range and uncertainty around them. You can always perform a one-way sensitivity analysis. And I believe we do have a cyber seminar on that coming up pretty soon, if not already But right now, we're just going to focus on just the static transition probabilities just to make things a little bit simpler.

Usually, I have a column on the right to provide some description of what these states are, what these transition probabilities are, more for my sake than for anyone else's. But it's really nice to have these, because when you want to publish a Markov model, it's always good practice to provide some commentary or description about each of the parameters you have in your model, which I also usually put a reference column on the side, so that way you know exactly where the probabilities are coming from. But since this is a demo, I don't have that column here in this slide.

Alright, so just a reminder, this is our Markov matrix. And the way we read this is going from the rows to the columns. So here, going from the well state to the well state, it's 0.83. That's the transition probability. Going from the illness state to the wellness state, that's 0.3. That's the transition probability. And going from the dead state to the well state, well, that's impossible, because once you go into the dead state, this is the absorbing state. So once you enter it, you can't leave. So therefore, the transition probability going from the dead to well would be zero. But that's how you read this. You read from the rows to the columns.

And this is a nice way of presenting some of your initial parameters if you wanted to. Now, keep in mind that this is a static transition probability matrix, meaning that the transition probabilities won't change across time. But you can change these with a Markov process. And I'll talk a little bit about that at the end, but that's really a whole different workshop in the future. And if you're interested in doing that, we can probably squeeze that in sometime at our next meeting.

With these transition states or disease states, we have to think about what kind of payoffs and what kind of inputs we want to put into each of these states. Just for simplicity purpose, I'm going to say that in the well state, patients or the payer, let's use the payer here, the payer spends about $500 every time the patient is in the well state for that cycle. And if they're ill, the payer has to pay $2,000 if their patient is in that illness state for that cycle. And if they're dead, we'll just say zero. There are no costs accrued for a patient that's in the death state. So that's the inputs here.

Now, for the outputs, we can look at this in terms of quality of life. So, in pharmacoeconomics, we call these utility scores. So if you're familiar with this, these are things like the patient health state utility or patient preferences of being in particular states. And the most famous one is probably the Euro EQ5D, EuroQOL EQ5D. This is the utility score that's generally used for the population, and it's often used in pharmacoeconomic studies to generate quality adjusted life years. So let's assume that these are the utility scores or the quality of life scores for the well state, the illness state, and the dead state.

And just to give you a brief refresher on this, one represents the maximum score you can get. That means living in perfect health. And zero is the lowest score you can get, and that means death. Usually people with diseases are between zero and one. If you have no disease and are living in perfect health, it would be a one. If you're dead, you would have zero utility.

So these are just numbers I randomly picked just to illustrate how the Markov model works. And you can have different types of payoffs here. But for the most part, we tend to use utility scores just because it's very nice to calculate the quality adjusted life years later on, because the quality adjusted life years is a two-dimensional unit. It measures both the quality of life as well as the duration of life. And since the Markov model has cycles, we can take advantage of that and start adding duration of life to our utility scores, which will allow us to generate quality values, which are what the pharmacoeconomist is quite interested in.

Let's move on. Let's make a couple of assumptions here. So for our model parameters, each cycle is one year. We're going to simulate this for 100 years or 100 cycles, and we're going to apply a discount rate of 3%. Now, recall, whenever you're doing projections into the future, the net present value is going to change. So in order for us to maintain a net present value, we're going to have to do some kind of adjustment. So we're going to do an annual discount rate of 3% on both the cost and the outcome.

Just a little background, the reason why we discount both the cost as well as the outcome is because of something called the Kehler-Treaton paradox. This is a phenomenon where if you were to delay treatment for a very long time, the cost will eventually go down because of the discounting rate. And as a result, the treatment becomes free. But obviously, this doesn't really work in real life because if you have cancer today, you benefit from the treatment today. If you wait and delay the treatment, the treatment won't be as effective. So you have to discount when you get the treatment as well So in this case, discounting the outcomes is crucial in order to avoid that paradox.

Now, every country is a little different. In the United States, the discount rate is between 3% to 5%, I believe. Well, maybe not this year, but generally that's what we usually use. And you can always run a sensitivity analysis on this. Other countries are a little bit different, but for the U.S. perspective, we generally use a discount rate between 3% and 5%.

Another screenshot from the template. This is basically where I'm going to start the model. I'll show this to you in an Excel sheet in just a minute, but I want to just take a screenshot here. What I did was basically try to make this as clean as possible for the end user. We have to think in terms of cells. In Excel, we have two dimensions. We have the rows and the columns. And generally when you see something like this, E12, E represents the column and 12 represents the rows. So in this cell, E12, this is when we start the model. And we call this cycle zero. And then we have cycle one through 100. And at cycle zero, we define where the patient is going to start. So in this here, the cohort size, I usually like to start with one patient. And I think in terms of fractions of patients here.

So at the very beginning of this model, in cycle zero, the patient is going to be in the well state. And we're going to model this patient across 100 cycles and see where they end up. So in this case, there's an 83% probability they'll fall into the well state. There's a 15% probability they'll be in the illness state. And there's a 2% probability they'll be in a death state in the next cycle. That's what this is really doing here. You can change the cohort size to 100, to 1,000, 10,000. It doesn't really matter because this is all probability. It's going to give you the same answer. The only difference is that the decimal places will change.

The total column, this is really important. This is what you do to check to make sure the calculations are done correctly. Since this is a probability problem, we want to make sure that the probability, when you sum them across the disease states or the transition states, they all equal one. So here, we're basically double-checking to make sure that they're all equal to one. Because if they're not equal to one, then something's going on. Either our calculations are wrong or there might be some kind of bug in the code somewhere. And this is where you start troubleshooting what's going on with the code. But for the most part, this has already been tested, so that way it should work. However, I'll show you an example where it may not work, and then you have to go back and just basically troubleshoot the problem.

This is a little bit wordy, but I'll take this step-by-step. So just to kind of reiterate what I said, at cycle zero, we'll have everyone start in the well state. Now, clearly, you can change the fractions here. So you can say maybe 50% of the population would be here, 50% would be here in the illness state, and 0% would be in the disease state. That's totally fine. You can do that. But for this example, we're just having everyone start in the well state just for simplicity. And here, the formula is dollar sign G and dollar sign six. Now, this is important. The dollar sign represents in Excel, what the dollar sign does, it fixes that particular dimension.

So in this case, I'm putting a dollar sign in front of the column G, which is the column here, and I'm putting a dollar sign in front of the row six, which is here. So this is G6. And what it does, it basically fixed that value. So that means that any calculations I do, it's going to do the calculation with the value in the cell G6, and it's not going to move.

If you work with Excel, one of the great features of Excel is its simplicity and the ability to kind of read your thoughts. So if you were to drag certain cells around, Excel tends to assume that you're doing things in sequence. So if I were to drag a cell here and scroll down, it's going to look at all the columns that I'm going to be scrolling through. So Excel kind of anticipates your thoughts. But if you don't want it to do that, the dollar sign is really nice in order to fix that cell. So any calculations you do will be on that cell only I'll show you an example of this, how powerful this can be.

Now, since we want everyone here, we just multiply by one. So basically everyone here in the cohort will be here. That's the G6 times one. And when we think about all the subjects here, they're going to be zero. So G6 times zero. We don't want anyone here. And then again, as I said, we just want to make sure that the probability all equal to zero, sorry, all equal to one. So therefore, we just sum the cells here in these three states in cycle zero, and they should sum to one. And that's just a check to make sure we're doing the calculations correctly.

Mark Bounthavong:	Now, this is a little bit busy. Actually, let me skip through these because I'm going to go through this step-by-step. So we're just going to take this step-by-step. So let's go to cycle one. So we're moving one cycle down. And if you recall, the transition probability from going to the well to the well is 0.83, which is really just one minus the transition probability going from well to illness and from well to dead. And if we move down to the next column, we have the transition probability from going to the well state to the ill state. That's 0.15. And then we have the transition probability going from the well state to the dead state. And this all makes sense. This is in our transition matrix that I showed earlier. This should all sum up to one. And that's just to check the probabilities.

Now that we have this part done, I'm going to go ahead and share my screen to show you the mechanics behind this calculation. So just give me one second here while I share my screen. Let me know when you can see my screen and the Excel sheet here.

Jean:	We see it.

Mark Bounthavong:	Okay, great. So when you download the Excel sheet, this is the introduction sheet that I talked about earlier. I usually like to have an introduction and talk about the model and any type of assumptions I'm making. Here are the parameters in the model. I have the parameters for transition probability in this upper blue box here. I have the input and output payoffs for each of the transition states. I also have the discounting rate here. I'm going to show you how to do discounting in this exercise today. But I want to draw your attention to this sheet. Let's ignore the stuff that says discounting here. Let's focus on just the transition probabilities here. I have core size one. Again, you can change this to 1,000 if you want. All it does is basically just change it and move it to the decimal place. But the total should still equal to 1,000 because you only have 1,000 people there.

But since we have one person, let's just go ahead and make sure that this is a one. The total column is one. Here we have the G6 times one. This is G6. When we shift down one, notice how the calculation is different. For those of you that can see this, I know the font is a little small, I'm going to walk you through where these are coming from. One neat little feature is that when you click on the formula up here, Excel will highlight the cells that it's going to do the calculations on this sheet.

But it won't highlight the cells that it will pull from data here, so I'm going to have to show you that. One thing you can do if you have formulas on, you can actually trace what we call the precedent. Here we can trace the precedent, and it will tell you where the calculations are coming from. Here the 0.83 cell is using this value here and this value here, along with some other value, which is what this indicator indicates, with the little table icon. This table icon is coming from these tables. If you double-click on this dotted line, it will tell you which parameters it's coming from.

You can see the reference values here and here. There are two reference values coming from the Markov model parameter sheet. Unfortunately, you can't really expand this, which is one of the limitations of Excel, but it at least gives you some idea of where this is coming from. I know that the Markov model parameter sheet is here. I can click on this, and it's going to take me to that sheet, and it's going to take me to that cell. For those of you that don't use Excel very often, this is a neat little feature you can use to double-check your work.

We can remove the arrows, clear the sheet. What I'll do is walk you through this. The 0.83 is using the value G12, which is this value here, and it's multiplying it with the Markov model parameter, R10. This is the Markov model parameter sheet. Notice the R10 has dollar signs in front of the R and the ten, meaning that this is a static value. I don't want this to change. I'm going to go ahead and click on the R10, and it's 0.83. What it's doing, it's multiplying the number of people in the cycle before by 0.83, and it's adding, that's what this plus is for, it's adding the number of people in the illness state, which is H12, with the probability of the illness state moving into the wellness state, which is the value 0.15, sorry, 0.30 in R15.

That's R15 here. Notice the R15 has a dollar sign in front of the R and a dollar sign in front of 15. Now I'm going to just show you this illustratively because this is obviously new for a lot of people, but I kind of want to walk you through where this is coming from. Think of this as the first cycle. In the first cycle, we're going to have people transition out of the wellness state and go to death. We really want to know how many people are coming into the wellness state. That's what this cell is telling us, how many people are coming in here. We look to see the arrows. Do we have people coming from the wellness state to the wellness state? That's what this is telling us, going from here to here.

We see this arrow going from the illness state to the wellness state, and that's going from here to here. That's where those numbers are coming from. Now we have to multiply the probability of the number of people here coming into the wellness state and the probability of the number of people here coming from the wellness state. That's what these parameters are showing us, the R10 from this sheet and the R15 from the same sheet. That's what R10 here is and R15 is. That's kind of walking you through the calculations. That gets us the first calculation for all the people coming into the wellness state at cycle one.

Now let's move over to the illness state. Let's look at how many arrows are coming into the illness state. We have one arrow coming from the illness state to the illness state. That's this sort of arrow coming in this way, this curved arrow. We have an arrow coming from a wellness state to the illness state. Those are the only arrows coming into the illness state. Let's think through this. We click on the formula. We see that the wellness state and the illness state are both highlighted, which makes sense because this is where the population will be coming from into cycle one. All we need to do now is just multiply these with the probability. The probability of going from well to illness is basically well to illness. This is R11. We can double check this. We look at our formula. It says R11 here. The dollar sign R, dollar sign 11. We also know that we have some probability of going from the illness state to the illness state, which is basically this arrow here. That's this value, .65. That's R14. If we look at our calculations, we see dollar sign R14.

Now if we move over to the next disease state, we think of all the arrows coming into the dead state. We have three arrows coming in. We have dead to dead, we have illness to dead, and we have well to dead. We have three arrows coming into the dead state. That means we should expect to see these three cells highlighted as we do. We click on the formula. We basically are multiplying the probability of going from here to here, here to here, and from here to here. 

Let's look at this probability of going from well to dead. Going from well to dead is .02. We can double check that. .02 is R12. You can also look here. That will tell you the cell number. That's R12. We can check to see if this is right. This is dollar sign R12 here. That's going from G12, which is this cell, to R cell, multiplied by R12. Now we can look at the illness state and dead state. That's going to be illness to dead. That's .05, so it's a little bit higher. This is R16. We double check. We see the R16 here. Dollar sign R, dollar sign 16 is the fixed value.

Finally, we see dead to dead. That means it's 100%. All we need to do is basically add this value, multiply by one, this cell. In this case, we don't need to do that because everyone who died here is going to fall here. Any questions so far?

Jean:	No questions.

Mark Bounthavong:	Okay. That's how we did the calculation. The cool thing is once you do that, of course we sum it all up. We sum these up, and it should be one. That's what this value is for. That basically equals to sum, and then we just highlight this. For those of you that don't know how to do this, you can just say equal sign sum, and then you just basically open parentheses and highlight these cells and press return, and it should give you one. Now the cool thing is you can grab these. If you have cycle values here, so we're going to do 100 cycles, so 100 cycles. You can grab these values and basically just drag it all the way down, and it should do the calculations for you. Now this is where putting that dollar sign is important because if you don't do that, R is going to go down the rows, for example. So in this case, it will go down from R10 to R11 to R12, R13.

You don't want that. You only want R to go down the rows here, but you don't want R to go down the rows here. You want that value to be fixed, and by putting that dollar sign, you fix that value in the cell. So it's a nice little feature that I think a lot of students tend to forget, and they tend to get errors in their model. So, for example, if I take the dollar sign. Oh, question? Yes.

Jean:	Yes, there’s a question. Could you talk about illness state again? It seems like there's an arrow from illness to well, and we didn't include this in the calculation.

Mark Bounthavong:	Yes, so if we look at the illness, okay, so when we do the calculations here, we're only interested in the arrows coming into the illness state. So we're only interested in arrows coming into the illness state. So we look at our diagram, and we look for the arrows coming into the illness state. So that means there's an arrow coming this way and an arrow coming from the well to the illness. These are the only ones we're really interested in in the calculation. Now, if I heard you correctly, the question was about going from the illness state to the well state. Where does that transition probability go? Well, that transition probability is here, and we're looking for arrows going into the well state. So in this case, illness to well is here. So we do capture that. It's just that we're looking at all the arrows coming into the well state. Hopefully that clarifies that question.

Jean:	I think so. I'll let you know if there's a follow-up question.

Mark Bounthavong:	Okay. Let's do a little troubleshooting. Let's suppose we mess up. It happens, so let's say we mess up. It happens. Let's say we forget to put the dollar sign here on the ten. Now, if you try to drag and drop this, what ends up happening is you get all these errors, and obviously your numbers don't add up to one anymore. So this is where you have to go through the calculation. But the easy part with Markov models in Excel is that the calculations are unlikely to be anywhere in the subsequent cycle. It's most likely going to happen in cycle one or cycle zero. So this is where I usually spend my time troubleshooting.

And just by carefully going through these first cycles, hopefully you'll realize that you just forgot to put a dollar sign here. And once you've identified that problem, you can just double-check your work and make sure everything is working correctly.

Alright. That's transition probabilities. I'm just going to stop my share screen and go back to the slide. And what I want to talk about next are payoffs and also the inputs. And we talked about each disease state or each transition state having inputs and outputs in the sense that we have how much it's going to cost us and what kind of quality of life patients are going to get from being in that state. Now, we can calculate these for each of the different transition states by simply taking the number of people in the state. So in this case, we have one patient, so 0.83 of that patient, multiplied by the cost of being in that state.

So as I showed you earlier, the cost of being in the well state is $500. But if you multiply 0.83 by 500, the expected cost is $415 in that state. And you can do this for all the different states at the cycle to get the expected cost for that cycle. And you can sum them up. So in this case, we get the expected cost of being in cycle one for the illness state. That will be 0.15 times $2,000 because that's how much it costs to be in the illness state. We can add up to $300 with the $415. That will give us $715. That's the expected cost at cycle one. And we can do this for all the cycles, all 100 cycles. And what we're going to do is basically add them all up here. That's what this column is for. That's what this cell is for. It adds up all the expected costs, and that will give you the expected cost over 100 years for a single patient. And that's generally what that is. It's just the total expected cost.

And we can do the same thing for QALYs. We get the probability of being in this cell multiplied by one, which is perfect health at being well. That gives us 0.83 qualities here. We can do the same thing here with the 0.15 times 0.5 because that's how much quality of life is associated with illness. That will give us 0.075. And then you take 0.02 multiplied by zero, which is being dead, and that will just give us zero. 

And you can do this for the same cycle. Here we have 0.7339 times one, which gives us 0.73, and then so on and so forth. And you can see the iteration coming in, right? Very iterative, very easy to do. And we sum these up to give us the total expected cost and the total qualities. One thing to check, with QALYs, if you have 100 years and you live 100 years in perfect health, which is one, your maximum qualities would be 100. So, if you have more than 100 qualities in your calculation, or when you sum this up and you have more than 100 qualities, something is wrong with your calculations. You got to go back and check. And you can't have negative QALYs here. It should be between zero and 100. That's where the value should be.

So, in this study or this example, the average QALYs accumulated per person is about 28, which falls into our range of zero and 100. And it makes sense. And the total expected cost is about $31,000. Alright. I'm going to show you how to do this in Excel. I'm going to go ahead and share my screen and walk you through this. Okay.

Alright. Let's focus on this side here, so without discounting. And we know that being in the wealth state is $500, being in the elder state is $2,000, and being in the debt state is $0. So, all we need to do is take the probability here, right, multiply by 500. If you look at the formula, we're basically taking G12, which is this value here in cycle zero, multiplied by P23 in the Markov model parameter. Now, P23 is just this value here. So, P23 is 500. And we can just do this multiplication. We do the same thing for the illness state.

So, in this case, we have the probability of zero here, but we'll still highlight the cell. That's G6. Sorry, that is H12. Excuse me, that's H12. We're going to take H12 and multiply it by the cost of being in the illness state, which is P24 in the Markov model parameter table. So, this is P24. And for dead, we take the probability of being dead in cycle zero, multiplied by zero, which is P25. And then we sum this up, and that's basically just sum these together. And once you do that, you can just drag and drop all of this, and it'll do all the calculations for you. All you need to do is figure out how to do this in the first cell or the first cycle, and you just drag and drop. And this is just basically summing up all of the values here for all 100 cycles.

Okay. That's all it does. And we do the same thing with the qualities. We basically take the probability of being in a well state multiplied by what the utility score is here. And the utility score is R23 in the model parameter table. So, R23 is here. This is R23. That's one. We do the same thing for the illness. We take the probability of being in an illness state multiplied by the utility score of the illness state, which is 0.5. That's this value here. And we do the same thing with the dead state. Probability of being dead multiplied by zero, which will give us this value here. 

And then you sum this up, and all you need to do is just drag and drop once you do that, and that easily captures all of the QALYs for that state. And then you can just sum them up here, okay? 

Mark Bounthavong:	So, that's how we do a non-discounted Markov chain model, okay? Now you have the total cost and the total QALYs of this imaginary disease that we have here over 100 cycles or 100 years. Now let's go back to this slide and talk about discounting. This is the last thing I'm going to talk about for today. Because we're projecting costs into the future, we have to think about the net present value. So, we have to discount at an annual rate.

The formula for discounting is very easy, and I'm going to show you how you can implement this in this particular example. But what's important here is understanding that we're going to have to use the cycle counts here. Now, I chose a cycle of one year to make things easier. But if you choose to use, say, three months or two years, you have to make the appropriate changes to the denominator. That's really important to do.

Let's use one year to make things a little bit easier to kind of get the concept down first. So, this is the formula for discounting. So, let's assume that this is the numerator. V underscore T is the value at the time that we're looking at, right? And then R is the discount rate, and then T is the time that we're going to be looking at. Notice that the T's are the same. At cycle zero, this would be the T at cycle zero. And V represents that present value. That's just the formula we're using.

So, when we do the discounting, let's say we're in, back in our Markov model, we're going to discount cost. We're going to take the probability of being here, multiply it by $500, which is what we would normally get if we did a discount. But we're going to add the discounting rate, right? So, we're going to divide this by one plus .03, which is the discounting rate, to the power of one, which is the time. And just to kind of show you where those numbers are coming from, this is the value at the time that we're interested in. This is time equals to one. And the discounting rate at time one, so that's one plus .03. And since the cycle number is one, we're just going to replace the upper superscript T with one. And this will give us the net present value at one cycle.

Then we'll do the same thing for utility, and we can calculate the aggregate, okay? So, this is just the example of how to do it with cost. Let me show you how to do this in Excel, and then I'll show you how to do it with the QALYs or the QALY adjust for life years. I'll just go ahead and share my screen. Alright, so we're back here now. Now we're going to just scroll over to the right, and we're going to see the discounting formulas. 

The formula is a little bit more complicated, but all I'm doing is just adding this one thing. Everything else stays the same in the previous model. I'm just adding the one plus the discount rate to the power of time. The discount rate is P29, which is coming from this sheet here, P29 at .03. And time is E13, sorry, excuse me. Time is E13, and if I scroll over here, E13 is one, right? So, this is the cycle I'm in, okay?

So, once you do that, you can do the same thing for illness. Let's just say, again, the same thing, we're going to take the cell we had earlier, and we're going to add one divided by the discount rate, which is P29 to the power of one. We can do the same thing for death. Obviously, death doesn't cost anything, but we can just do it just to maintain the exercise. So, we can have one plus the discount rate to the power of one, and then we sum them all up here, okay? We'll sum these up.

And once you have that down, you can just scroll down and just drag and drop or just double-click, and it's going to do the calculations for you. Okay, so now we have an expected cost at each cycle with discounted by 3%, and we add it up, and it's going to be about $16,000. We can do the exact same thing for the utility scores, okay? Now, you can start here at cycle zero or cycle one. It doesn't really matter, but it has to start with one of the cycles, at least one and zero. I like to start from cycle zero, but I demonstrated you can do it for cycle one. And the only reason why it works at cycle one is because we already know that everyone is going to start here, okay? Now, whenever you have different fractions, you may have to change the calculations just to make sure you get the right fraction of the people there. But really, what we're interested in with these discounting is the next cycle because, remember, we're projecting costs into the future, so we want to get the net present value for it.

Okay, so let's go ahead and demo that with the quality of life. We do the same thing. The only difference is we're adding the one plus the discounting rate to the power of P. Again, very similar to here. In fact, you can even copy and paste this here if you'd like. The only difference is that instead of using the discounting rate for cost, we're going to use the discounting rate for the payoffs. So this is P30, and that's coming from this sheet, and that's P30 here.

Now, the reason why I separate the discounting rate for cost and outcomes is for flexibility. Generally, we discount the cost and outcomes at the same discount rate, 3% to 5%. But some researchers would like to change it up a little bit. Maybe they'll use 3% for the cost and maybe 1.5% for the benefits. That's really up to you. You have to just justify why you're doing that. But here we're just going to use the same discounting rate for simplicity. And once you do that for all the cells, you can sum them up. So this gives you the expected QALYs at cycle one, and, again, as you can see, the QALYs are going down, which makes sense because people are dying, right? That means the amount of QALYs you're generating is going to be less every cycle. And then you can sum them up here. So now we have 15 QALYs that are generated for this hypothetical disease.

Now, once we do that, let me go ahead and stop my screen, we can compare, right? So this is what we're going to do. We're going to compare. So this is the total cost and total QALYs we generate without discounting, and this is the total cost and total QALYs generated with discounting. So you can see how different these numbers are. And generally speaking, whenever you're doing some kind of pharmacoeconomic study, it's really important to apply discounting because you can see the values change quite a bit. 

And this is just some results. I just have this here to kind of show you how I built the Markov trace. But rather than have a slide for it, let me just show you how to build the Markov trace. Before I end that presentation, let me go ahead and share my screen. This is the last thing I want to talk about. So we have the model output here. But this is the Markov model trace. So how do you draw this? How do you generate this? The slide I showed earlier basically shows you how to do it, but it's kind of hard to read if I don't actually walk through it with you. But what I do here is you can create a chart. So I use this chart. But you can use different charts if you want.

But I like to use a scatter with smooth lines. And what I do is I take the scatter with smooth lines, and then the data set that I use are the probability data. If you open it up, you can edit the data. And I'm looking, X values are going to be time. So that's basically the column with your cycle number here. So 0 to 100. And the Y value is going to be the probability. So here is the probability for each of the states across 100 cycles. And you're going to highlight all this. And that will give you the well state, which is, I believe, this line here, the blue line. Notice how it goes down. Then the illness state is this gold line. And then the death state is this green line here. And why these traces are nice is you want to be able to visualize where everyone is at a particular point in time. Or where the probability of people are going to be in the cohort across a period of time. And what you can do, if you have a survival curve you want to fit this to, this green line could be a good way to calibrate your model if you wanted to.

That's all I wanted to show you today. I do have a couple of minutes. I wanted to at least draw your attention to one question I got a couple weeks ago. And that question was, what if the transition probabilities change over time? Which is quite possible. Because right now we're not changing the transition probabilities. But they can change. Like, if a patient gets older, their survival rate goes down. So, how do we do that? So, I'm not going to talk about it too much today. But if you go to the GitHub site for this course, I added a couple of things. I added this section here. Tutorials on how to apply survival functions on Markov models. And this will walk you through how you can take a Kaplan-Meier curve. You can digitize it.

Once you digitize it, you can actually feed it into an R code. So, this requires you to use R. So, if you're scared of R, this guide will show you how to do that step-by-step. You'll have to input this information into the R sheet. And this is a paper that Hoyle and Henley wrote a few years ago, which is a very good paper. And then what it does, it basically generates, I'm just going to skip through all the math first. It's going to generate two parameters that are very important for Weibull distribution. So, in this example, we're using a Weibull distribution. And you can get the lambda and gamma, right? And this tutorial walks you through how to do that. Once you get it, you can try to fit the curve to the Kaplan-Meier.

The second part of the tutorial basically shows you how to use the three-state Markov model I introduced in this course. And how you can actually take the function of the gamma and the lambda and then put it into the Excel sheet. So, you'll have to create a new column called mortality. And this mortality will include the actual survival adjustment that you'll have to make. So, that means for every single cell, the survival probability will change. And as it changes, it changes the calculations for everything in the model.

Now, this is what the slideshow part two does. So, if you're interested in doing that, I'm not going to have a workshop on it. But if you're interested in learning on your own, this is a nice way for you to f practice doing that. I have a grad student right now that's writing a tutorial on this. So, that way you can use other distributions. So, this example uses a Weibull distribution. But we're going to come up with a tutorial on how to do this with a gamma distribution or log-normal distribution. So, if you want to use a different survival function, you'll be able to do that. 

I do want to add a couple of things. One person had asked last week, what kind of references can you use? So, I want to draw your attention to this reference by Andrew Briggs. This is how I learned how to build Markov models using Excel. Andrew Briggs wrote a very good book about this. And these are all of the Excel templates. So, if you wanted to build Markov models from the book, you can download all of these. The way that he designed this was that the template would provide questions, and the solutions are provided for you. So, if you want to practice doing this, this is a really good book. It's from Oxford University Press. You can purchase it. If you have access to the library, hopefully the library will have it for you. But it's a great book for those of you who are aspiring modelers.

Again, the caution here is this was written in 2006. The last time I spoke to Andrew or even saw him do workshops, he's completely transitioned to R. So, they don't use Excel anymore. But for those of you that are trying to learn how to use it and get used to using Markov models, Excel is a good way to learn it. But eventually in this field, most of us have transitioned to R. But it's always good to know how to do this with Excel because it forces you to learn the calculations. I think that's it for today. I'm open for any questions or comments from the audience.

Jean:	Thanks Mark, I don't see any questions yet, so we'll give people a couple minutes to type in any questions they might have. It's really cool that you show us all the resources and, you know, even the source of where you learned how to use Markov models on Excel. So, thanks for that. I think there's a lot of information for people to sift through.

Mark Bounthavong:	Right, Yes. And again, I know a lot of people still use Excel. One of my grad students published a paper just building an entire Markov model using Excel. So, it doesn't mean that you can't use it. It's just that R is so much nicer because R uses matrices on these calculations. So, the calculations are so much faster. Now, to give you an idea of this problem with Excel is that when you try to do any sensitivity analysis in Excel, like say you want to run a probabilistic sensitivity analysis with 10,000 simulations, it can take a while. Sometimes it'll take maybe a few hours. I've seen cases where it's taken a day, maybe two days to run it, where in R you can run it in minutes. So, that's the advantage of using R over Excel. But Excel is nice because it's very easy to see the calculations.

Jean:	So, here's a question. Any books on how to do Markov model or CEA in R?

Mark Bounthavong:	Yes, great question. Apparently, there are no good textbooks yet. But the ISSPOR, the International Society for Pharmacoeconomics and Outcomes Research, and SMDM, the Society for Medical Decision Making, they published a series of papers a few years ago with tutorials on how to build any decision models, whether it's a decision tree or a Markov model or agent-based model in R. So, I'll have to look for that issue, but it was a few years ago. And there are workshops from SMDM and ISSPOR that teach you how to do this in R. So, for example, I think there's an ISSPOR meeting coming up in May. They do have several workshops on how to build this in R. And I know SMDM does this every year in their meeting. I think their meeting is in October. There's also the DARF workgroup. So, DARF workgroup is a nonprofit organization that focuses on building models using R. And their website is here. Let me go ahead and copy and paste that into the chat. This is a wonderful workgroup. I've taken their workshops in the past.

Actually, I'll have to share my screen for this. So, let me just go ahead and share my screen. I've taken their workshop in the past, and they provide wonderful tutorials and guides on how to build any decision models in R. When I was a grad student, they did a workshop for us a long time ago, and all of us benefited from this. But since then, they've evolved. They've become much more efficient with their calculations and functions. So, great workshop. I don't know if they have any coming up soon. Let's see. But this is all the upcoming workshops they have. So, they have an advanced modeling course where you can bring your own models in Toronto. And they've had past workshops. Unfortunately, these are not recorded, so they don't have any archives of these.

But you can go to their GitHub site. Their GitHub site has all of their codes and some vignettes, I believe. So, if you want to learn more about cohort modeling in R, they have some examples here that you can download and play around with. And these are all the contributors here.

Jean:	Thanks, Mark. So, there's a question. Computationally, are there challenges as the number of states increase, and how is the challenge handled?

Mark Bounthavong:	Yes. As you increase the number of disease states, if you do a Markov chain where the transitions aren't changing, it's really not that much of a problem. It becomes a problem when you have, like, say, a distribution you're randomly drawing from, like a Monte Carlo simulation. Then it becomes computationally intensive. My experience is that if you have 10,000 simulations, expect a 10- to 20-minute wait for, like, say, a three- to four-state model. And that's, like, one or two parameters. If you're doing, like, all your parameters, you're running a probabilistic sensitivity analysis, then you're talking about half an hour to several hours. I don't talk about distributions and performing Monte Carlo simulations with this workshop. But if people are interested, we can do that with Excel. It just takes computationally longer. But for this example, if you include ten states and you run this on Excel, it shouldn't be a problem. It's really a problem when you do sensitivity analysis.

Jean:	Thanks. So, not a question but a comment. Excellent presentations. One suggestion is to use Excel as a name manager to assist with making sense of formulas.

Mark Bounthavong:	Yes. I'm not familiar with that. Is that a feature of Excel that you can use to, like, say, I don't know, build step-by-step equations? If that is, that might be nice. I'm not familiar with that. What was the feature again? Can you repeat that?

Jean:	Yes, Excel's name manager.

Mark Bounthavong:	Oh, Yes. You're right. So, that's a very good point. So, I purposely overlooked that today. Okay. And the reason why is I just didn't want to make the presentation any longer than I have to. But it's a very good suggestion. So, what the comment is referring to, let me share my screen again. So, Excel has this really cool thing called name manager. And what it does, it allows you to name the cell. So, notice how I said you can put a dollar sign by the row and the column spell number in order to fix it, right? That's because you don't want a cell to accidentally compute the sequential cells that are coming after that.

The name manager, which is in the formula tab, this little icon called name manager, you can assign names to the cells in order to prevent or to make things simpler rather than putting a dollar sign in front of the rows and columns. So, for example, I could click this cell here. This is R10. And notice how Excel tells you which cell it is. You can actually click on this and change it. So, I can change this to TP, right? Well to well. So, that basically renames the cell here.

If I want to do a calculation with that cell, I can just say one or I can say two, three, or I can say equal to three times, and I can write the name of the cell. And it's going to bring up the cell's name here. So, you can actually click on it and it will run the calculations for you. So, you don't have to remember where the cell is on the sheet. You can just know what the name is. And if you want to look at the list of names, you can just click on the name icon here under the formula tab. And that will tell you the name, the location, and even the value of the cell. So, this is a nice way of computationally doing things without having to remember where everything is on the sheet. Because as you can imagine, things can get pretty crazy when you have, say, 20 parameters in a model. It’s nice to sort of just name them for you.

I purposely left that out because I didn't want to spend too much time on it. But, Yes, that's one way to do it. My only recommendation is you have some kind of naming convention that's easy. Because it's very easy for this to get complicated. And also, the cool thing with the naming manager, you can actually name entire columns or entire rows. So, you can have basically not just one cell, but like multiple cells in them.

Jean:	That is a cool feature.

Mark Bounthavong:	Good comment. Yes, good comment.

Jean:	One person asked to put the GitHub link in the chat. Since you have it up now, try to type it real quick.

Mark Bounthavong:	Oh, Yes. Let me put it in the chat. Let's find it. And I'll put it in the chat. Let's find the chat feature. So, here's the GitHub page. So, that's DARF. That's the DARF GitHub page. Let me put the courses GitHub page up. So, that's DARF. And this is the courses GitHub page. So, you're welcome to check that out and download materials from there.

Jean:	Awesome. So, I don't see any other questions or comments.

Mark Bounthavong:	Okay. Well, here's my contact information if you want to reach me. And in my GitHub page, I do tutorials a lot. So, if you see something in there that you like, let me know. I can try to pitch it to Sam to see if they want to put it as a topic for next time around.

Jean:	Thanks so much, Mark.

Mark Bounthavong:	Alright. I think we're done, Rob. Do you have any announcements you want to make about the next one?

Rob:	I don't recall what the next one is. I can look it up real quickly. However, while I'm doing that, hopefully I can do two things at the same time. I will say when we close the webinar momentarily, a short survey will pop up. Please, attendees, do take a few moments and answer those questions. So, the next one is Advanced Decision Science Methods by Jeremy. I'll probably stumble over the pronunciation of his name, but it's Goldfaber-Hebert. Is it something like that? Jeremy, nonetheless. And that'll be next Wednesday at this time. I'll go ahead and close momentarily. And please do take a few moments to write answers to those questions. Thanks, Mark. Thanks, Jean.

Mark Bounthavong:	Thank you, everyone.

Jean:	Thanks. Bye.
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