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Risha Gidwani:
 I am on speakerphone so if anybody is having trouble hearing me, let me know and I can push my handset. And let’s jump right in because we have got a lot to cover today about sensitivity analyses for the purposes of decision modeling.
Today we are going to talk about why to even engage in decision – I am sorry – why to engage in sensitivity analyses and different ways that you can do so. And a brief overview, there is a number of different ways to engage in a sensitivity analysis. You could do a one-way sensitivity analysis – use a tornado diagram, use scenario analyses, and then sort of the big type that we all like to engage in is probabilistic sensitivity analyses, and we will go through those in depth, as well. 

We have talked a lot about different kinds of decision models and we know that you are not just limited to a cost effectiveness model when you are decision modeling. But you could be doing budget impact analysis, cost benefit analysis, or a cost utility analysis. And on this slide, I have listed the output from each one of these types of decision models. And the important thing to remember here is that the output is actually a point estimate in each one of these cases. We know that there is uncertainty in output because there is going to be uncertainty in the input of our decision model. We are never going to be able to measure every single input in our decision model with exact precision.

So the variability of inputs needs to translate somehow into variability in the output. And we cannot just present a point estimate and wash our hands and say that we are done with these types of analyses. And that brings us to sensitivity analysis.

So I am going to just use cost effectiveness analysis as the motivating example throughout this presentation on sensitivity analyses but I do want you to keep in mind that you can do a sensitivity analysis for any type of decision model. It is not just limited to cost effectiveness analyses.

So I have a poll here and this poll relates to the graph here, which is oftentimes called a Cost Effectiveness Quadrant. And what we have here is – well, it looks like our poll came up – actually Heidi, can we move this poll out for just a second and I can talk about this? Great, thank you. So we have four quadrants here and we have the change in cost on the Y axis and a change in effect on the X axis. And then it looks like things are a little bit messed up in the formatting, I am sorry about that. But the dotted line is the willingness to pay or the WTP threshold. And I would like to ask you guys which quadrant represents a cost effective strategy on this graph. And so let’s take just a moment. It looks like we have got a couple people answering but if folks can register their votes online. All right, so it looks like we have a lot of people voting and that most people – about 50% – are saying that Quadrant 4 represents a cost effectiveness strategy followed by Quadrant 1.

All right, so let’s move onto the next slide and just exit – end this poll, I guess. All right, so here are our quadrants again – same graph here – and this was a bit of a trick question about which quadrant represents a cost effective strategy. And that is because many of them can. If we are in Quadrant 1 – so that is this quadrant right here – then we have a strategy that is more costly and more effective. If we are in Quadrant 2, which is this quadrant over here – I am sorry about the formatting here – then we have a strategy that is more costly and less effective than its comparison. So we definitely do not want to be in this quadrant. Quadrant 2 is not cost effective. 
In Quadrant 3, we could have a strategy that is less costly and also less effective than its counterpart and so that may or may not be cost effective. And Quadrant 4 is definitely going to be cost effective. It is where the new strategy is less costly and more effective than the counterpart. So if you are in Quadrant 4, that is fantastic. You definitely want to move ahead, you have got a win-win. You are getting more health benefit for less dollars.

Most of the time, though, you are not going to be in Quadrant 4. You are oftentimes going to be in Quadrant 1 and to a lesser extent, in Quadrant 3. And whether your strategy is cost effective or not depends on your willingness to pay threshold, which is this dotted line. And what is oftentimes used as a willingness to pay threshold for cost utility analyses is $50,000 per quality adjusted life here. 
So oftentimes, what you will see if you have a cost effectiveness model is that you have some sort of an ICER – a change in cost relative to a change in qualities or a change in health effect. And that would be plotted right here by this red diamond here. And you can see here that my ICER falls below my willingness to pay threshold and it is in Quadrant 1 below a willingness to pay threshold so that means that my strategy is cost effective relative to the comparator.
However, we know that there is going to be some uncertainty in my output because there is some uncertainty in my input. Either my inputs are coming from a sample rather than a population and they therefore have sampling uncertainty or there is some heterogeneity such as heterogeneity in patient characteristics that is going to be causing variation around the point estimate. And so you need to know how robust your results are to its uncertainty. How often do they fall into each one of these quadrants?

So you run a sensitivity analysis to get an estimation of variation in your ICER or your incremental cost effectiveness ratio. So for example, here, if I run a sensitivity analysis, I might find that actually the majority of the time when I run my models and I do sensitivity analyses and I get a number of different ICERs, that most of them actually fall above my willingness to pay threshold. The only – a couple of them fall below my willingness to pay threshold. And so in this situation, I would say that strategy is not cost effective most of the time. Had I not run a sensitivity analysis, I would not have realized that and I would have just looked at my point estimate and thought because my point estimate falls below my willingness to pay threshold that my new strategy is cost effective. 

So it is really important to run the sensitivity analysis so that you can understand how robust your model results are and what percentage of the time your model results are cost effective.

I should note that this type of graph is called a confidence ellipsoid. It is akin to a confidence interval so we are very familiar with 95% confidence intervals. And those 95% confidence intervals tell us that 95 times out of 100, your point estimate will be in the range of the upper bound and the lower bound of the confidence interval. Here in a cost effectiveness model, we have two variables. We have cost and health effect and so therefore, it is called a confidence ellipsoid rather than a confidence interval but the interpretation is akin to that of a confidence interval. Here we would say 95 times out of 100, our new strategy is cost effective or is it not cost effective relative to the comparator. So the variation in your ICER from your sensitivity analyses could cause your decision to change and that is why we want to engage in testing how robust our model results are to variations in input. 
So the sensitivity analysis tells us how uncertainty in model inputs affect the model outputs. So when we run our base case model, which is just the first model that we are going to run when we do any sort of decision model, we get our ICER or our incremental cost effectiveness ratio. When we run our sensitivity analyses, we get estimates of the variation in this ICER. So this is akin to what you might see – used to seeing in regular statistical analyses. So in a regular statistical analysis, you might find a mean estimate and there is going to be some variation around the mean. And in a cost effectiveness analysis, your point estimate is going to be an ICER rather than a means but you are also going to have variation around that ICER.

I put here a schematic of what a decision model might look like in TreeAge. And this is just an example – hypothetical example – that I have created using made-up data looking at trying to prevent pulmonary embolism or deep vein thrombosis in patients. And you could do that in one of two ways – either through mechanical prophylaxis or through chemoprophylaxis or a drug. Again, these are just entirely made-up data. You can see here that I have a point estimate here for the probability of developing PE or DVT under each strategy. So what I have done is when I go to try to figure out what my point estimate should be as my model input, I go to the literature. And I have taken a mean estimate from the literature and used that as my point estimate or my input in my decision model. However, we can see here that my estimate actually comes – this mean estimate that I have – comes from a distribution. Input has some estimate of variation around it. And so in my sensitivity analysis what I would do is I would take different estimates from this distribution and use those as inputs into my decision model. So the first time, I might use this estimate right here as an input in my decision model and calculate an ICER using that estimate. The second time, I will pluck a different value from this distribution and plug that in as an input into my decision model and get an ICER that I calculate based off of this new input. And I would this repeatedly. And that, essentially, is what we are doing when we are doing a sensitivity analysis.
So the general approach to sensitivity analyses is that we change our model input from the base case and we recalculate the ICER using the new model input. If the ICER based off of the new model input is substantially different from the ICER based off of the old model input, then we know that the model is sensitive to that parameter. And in that case, it is really important that we be accurate about this parameter. If we think of the literature from which we have obtained this parameter as not very high quality, then we would want to think about maybe doing a new study or at least searching the literature to see if we can find something that is higher quality information.

There is a number of different types of inputs in a cost effectiveness model and so all of these inputs could be varied in a sensitivity analysis. So cost could be varied, your measure of health effect – whether that is a utility that you use to calculate a quality, whether it is life years saved, cases of disease avoided, infections cured – whatever health effect you are looking at, you can vary that in your sensitivity analysis. The probability of being in a health state can be varied and then the discount rate can also be varied. And all of these things should be varied when you are doing sensitivity analyses because you really do want to test how robust your model is to all of these changes. If your model conclusion ends up being the same after varying all of these inputs, then you can feel confident in that conclusion.
So let’s now talk about types of sensitivity analyses. So there is one-way sensitivity analyses, tornado diagrams, scenario analyses, and probabilistic sensitivity analyses and we will go into all of these different types. Something to keep in mind is that there are kind of two big categories of sensitivity analyses – deterministic sensitivity analyses and probabilistic sensitivity analyses. And the one-way sensitivity analyses, tornado diagrams, and scenario analyses are often deterministic but they do not have to be.

So let me define what these mean. In a deterministic sensitivity analysis, your model input is specified as a point estimate and it is varied manually. In a probabilistic sensitivity analysis, your model inputs are specified as distribution and they are varied by the software plucking values from that distribution. And this will become clear as we work through the rest of this presentation.

So a quick example here of deterministic sensitivity analysis versus a probabilistic sensitivity analysis is in this hypothetical example I am using where I have a cost input, which is the cost of an outpatient visit. In my base case model, I am assuming that the cost of an outpatient visit is $100, and you can see that that is the same across the DSA and the PSA. You know, the DSA and the PSA do not apply to a base case. In fact, they are mutually exclusive. 
In deterministic sensitivity analysis, I am going to enter in my values that I want to vary manually. So I have decided that I want to test how my result changed when the cost of an outpatient visit is actually $80 rather than $100, when it is $90 rather than 100, or when it is a $110 or a $120 versus the base case. And so what that deterministic sensitivity analysis will give me is it will give me four results, one result for each of the input types that I had entered. So I will get ICER A and that is when the cost is $80, ICER B when the cost is $90, so on and so forth. 

Conversely, in a probabilistic sensitivity analysis, I am not actually going to input point estimates. I am going to input a distribution, which you can see here in this table. The result from a probabilistic sensitivity analysis is going to tell me the mean incremental cost effectiveness ratio when I vary the base case using normal distribution with a mean of $100 at a standard deviation, which I have defined as $10, and a number of different iterations. And so it is going to tell me that the mean ICER when I do these variations is X value and that is the difference in what the results are going to give you across a DSA and a PSA.

You can run deterministic sensitivity analyses and probabilistic sensitivity analyses on a number of different types of decision models. So we talked about this a little bit in Dr. Goldhaber-Fiebert’s lecture about how to set up decision models. You can have a multitude of different types. So you could have a Markov Cohort model, which is a health state transition model for a cohort of people. You can have an Individual-Level Markov model, which is a health state transition model at an individual level. Or you can have a Discrete Event Simulation model, which looks at the probability of experiencing an event. And whether you are doing the Markov Cohort, and Individual Markov model, or a Discrete Event Simulation, you can run both deterministic sensitivity analyses, as well as probabilistic sensitivity analyses.
I am going to talk a little bit about how you actually set up sensitivity analyses in TreeAge software, which is a gold standard software that is oftentimes used for decision modeling. You can apply these types of lessons that I am going to be passing on if you are building a decision model in Microsoft Excel or some other type of software, as well. But I am going to use TreeAge for the sake of example. It is a software that is commonly used for cost effectiveness analyses.
So here is my example of developing pulmonary embolism or deep vein thrombosis and here, we are trying to decide between treating people with mechanical prophylaxis or with chemoprophylaxis. And in each situation, patients can develop PE or DVT. If they develop PE or DVT, that PE or DVT could resolve or the patient could die from complications from the condition. In the chemoprophylaxis branch, you can see that the patient can develop PE or DVT but they can also have an adverse event from the drug itself and so that is also included here in the model. Whether or not they have an adverse event, they could have the PE or DVT resolve or not resolve and then die from the complications. This is a very simplistic decision model that I have created just for the sake of example. You can see here that the model is not filled in so there are no point estimates right now in the model.

Here, I have filled in the model with hypothetical probabilities and I should note that I am not a clinician and so I apologize to any clinicians in the audience who feel as though these estimates may be off. They are entirely made up and any errors here are completely mine. So please just take this with a grain of salt and do not focus on the number itself but rather just the way to actually implement this type of approach.

So here, I have my probabilities that I have entered into my model and you can see here that they are point estimates. And this hashtag just indicates that it is the complement of the number on the other branch. So here, I have a 2% probability of developing PE or DVT under mechanical prophylaxis and this hashtag would therefore be 98%. In this case, I have a 70% probability of dying if you develop PE or DVT – again, a hypothetical number. The hashtag here indicates the complement so here, it would be 30%. 

And now what I have done in this next slide is I have not just included the probabilities but I have actually included my full inputs in the cost effectiveness models just to show you all what things would look like on your screen if you were using this software. Where you would include both the cost of having, in this situation, this $5,000 would indicate the cost of having to cancel prophylaxis, developing PE or DVT, and having that PE or DVT resolve. That would be an entire cost of $5,000 and here we have a hypothetical utility of .60. Conversely, in this situation, if you have chemoprophylaxis, you do not develop PE or DVT, you have no adverse event, the entire cost of that would be a hypothetical $600 and the utility associated with that is a hypothetical .99.
So I have run my model here and what I found in my base case analysis is that mechanical prophylaxis is the preferred strategy. So essentially, what I see here is that chemoprophylaxis costs about $1,322 and that the expected value of this strategy based off of the cost of each one of these health states that somebody would experience and the probability of being in each one of those health states. So I have an expected value of $1,322 [sound out] and an expected value of qualities of .86 with chemoprophylaxis. Conversely, mechanical prophylaxis, I have an expected of, in terms of cost, $296 and an expected value of qualities of .97. Since mechanical prophylaxis costs less money and provides more health benefit than chemoprophylaxis, mechanical prophylaxis is the preferred strategy in the base case.

We know, however though, that there is going to be some variation that I do not just have a single ICER as my point estimate because I have variations in those model inputs. And so now what I am going to do is run through a number of different sensitivity analyses so that we can see how our base case ICER changes when we vary our model inputs. And the first type of sensitivity analysis I am going to run through here is a one-way sensitivity analysis.

In a one-way sensitivity analysis, you vary one input, which is called a parameter, you vary one input at a time and you see how your model results are affected. So for example, I have in my model here the probability of having an adverse event with chemoprophylaxis and in my base case, I am thinking that this might be a probability of 2%. And in my sensitivity analysis, for example, I may want to range this probability of adverse events from chemoprophylaxis from 1% to 8%. And so if I do that, I am going to run eight models and each model is going to have one of the inputs of 1%, 2%, 3%, 4%, all the way up until 8%.
So when we are inputting variables to run in a sensitivity analysis, we have to think a little bit carefully about how we are actually going to do that. The best practice when we are actually operationalizing these sensitivity analyses is to insert variables into our model, not point estimates. So for example, I have the probability of pulmonary embolism with mechanical prophylaxis and my point estimate might be, again, 2%. But what I would rather do is instead of entering this 2% or .02 into my model as a point estimate, it is better for me to enter a variable. And here, I am going to create a variable called the probability of PE or DVT with mechanical prophylaxis. Then what I am going to do after I have inserted this variable – probability of PE or DVT under mechanical prophylaxis – once I have inserted that variable into my model, I am going to define that variable. And the way that I define my variable determines whether I am doing deterministic sensitivity analysis or a probabilistic sensitivity analysis. If my variable is defined as a point estimate, I am doing a deterministic sensitivity analysis. If my variable is defined as a distribution, I am doing a probabilistic sensitivity analysis.

So here is an example of defining a variable as a point estimate. So what I would tell my model is this PEDVT_mechan equals .02. You can see I have the same information as I have up here, I just defined it in a different way from my model. And what this allows me to do is it allows me to easily change this value. If I wanted to change the probability of PE or DVT under mechanical prophylaxis to be .10, I could easily do that by just redefining my variable. And so this ends up being really good practice when you have a number of different variables in your model. One of the things you could do is you could set up a table and you could say, “I am going to have my base case.” And you would have all your values in your base case and then you could run a sensitivity analysis and you could change all of your variables in your sensitivity analysis just by calling up the different column in your table. So if I wanted to define this variable as a distribution, I would do so by taking the exact same variable name – p_PEDVT_mechan and instead of defining it as a point estimate, I now define it as a distribution.

So here is an example of my probabilities being point estimates in my model, and we saw this exact schematic before and this is just the probability being defined as the point estimate. Now I told you not to do this in the previous slide, and it is certainly not something you should do for sensitivity analyses. But I should make a caveat and say that whenever I set up my own models in TreeAge, what I oftentimes do is for my base case, to make sure that my model is running and I am not missing any values, I will oftentimes in the very beginning define all of my variables as point estimates just to make sure I set up the model structure in a way that it can run. And once I know that it runs – and what I mean by “run,” why this is important is that what you need to do is across each of these branches, so this branch and this branch, the probabilities need to add up to 1.0. Across this branch and this branch, the probabilities need to add up to 1.0. Across this branch and this branch, the probabilities need to add up to 1.0. Now this is pretty easy here because I only have two branches that are emanating from each one of my chance nodes. But oftentimes, you are actually going to have multiple branches emanating from a chance node. So if you had, let’s say, ten different branches that were emanating from this node right here, you would need to make sure that stemming across those ten branches the probability of each one of those events would come to 1.0, not .99, not 1.01. And so for my base case, I will oftentimes define the probability as a point estimate and then when I know that my model runs, I will go back and then I will define them as variables. So these are the point estimates you can see. 

And now, what I have done here is I have taken out those point estimates and I have defined those probabilities as variables. So here, instead of values that are numeric, you can see that I have text instead. And so, for example, I have here my probability is PE or DVT under mechanical prophylaxis. Here at your base node, you can see that what I have done is the variables are defined here as point estimates, as you can see there.

So if I wanted to do a one-way sensitivity analysis, this is why it is important to define your variables – your probabilities as variables rather than as point estimates. Because if I have defined my probability as a variable, then what I can do is I can tell my model a number of different point estimates that I want to bury. So here, I can tell my model that I want to input four different point estimates for the probability of adverse events under chemoprophylaxis and I can tell my model what the low value and the high value is that I want to input. And so because there are four intervals here – actually, that will actually make five point estimates because there are four intervals. And so you can see that this is a lot easier. In one fell swoop, I can test five different point estimates as opposed to if I define my variable as a point estimate and I wanted to change it five times, I would have to go back and redefine it each one of those times. And the more you have to redefine values in your model structure like that, the higher probability there is that you are going to make some error somewhere.

The other thing about that is that here, it is very clear to me what my base case value is. That base case is never going to change. If you had to go back and individually change each one of your point estimates in order to run a one-way sensitivity analysis, you could easily forget to change that back to the base case estimate and so that would, of course, have a big impact on your base case ICER. So these are why you want to define your probabilities with variables rather than point estimates.

So here is an example of output that I would have from a one-way sensitivity analysis. So from my low value to my high value and I have four intervals, so five point estimates that I have changed here. It will tell me both the cost, the effect, the incremental cost, incremental effect, and then ICER for each one of these strategies. And you can see here that it does not matter how I change – the probability of adverse event from chemotherapy, changing that value did not have an impact on my model results. In each situation, it was better to do mechanical prophylaxis then chemoprophylaxis.

So how do you actually get these inputs for your one-way sensitivity analysis? The best practice is to get a range from the literature. So wherever you found your base case estimate that you used in your model, that base case estimate should have a measure or variation that is reported in that same article, like a 95% confidence interval. And so you can get the upper and lower bounds of that 95% confidence interval and insert that as your upper and lower bound into your sensitivity analysis. 

If you do not have a 95% confidence interval reported, what some people do is just vary the parameter an arbitrary range like plus or minus 50% or plus or minus 25%. I have to say that this is not a great practice. This is certainly demonstrating model sensitivity but it is not actually reflecting uncertainty in model input. And when you do a sensitivity analysis, you really do want to reflect that uncertainty in the model input. 

The other option is to go to expert opinion and ask the experts what the upper and lower bound estimates should be that you should use in your sensitivity analysis.

You can also do a series of one-way sensitivity analyses. So when you are doing a one-way sensitivity analysis, it just indicates you are varying one parameter at a time. If you wanted to vary multiple parameters, you could vary one parameter, then vary the next, then vary the next, and do sort of a sequential series of one-way sensitivity analyses. So first, for example, I might be interested in varying the probability of adverse events for chemoprophylaxis and I would compare these ICERs to my base case ICER. And maybe I say, “Okay, this variable does not really matter. When I vary this input, it does not change my model of completion.” So then I might go to my next variable and say that I am interested in varying the cost of treating an adverse event. So I would do that and I would compare those ICERs to my base case ICER. And maybe I say, “Okay, that does not matter so much either.” So now, I am going to move onto the next variable that I want to evaluate, and that would be the probability of death from pulmonary embolism or deep vein thrombosis. Then I would compare those ICERs to my base case ICER. Then I could continue on down the line.

There is a bit of an easier way to do this, and I will talk about that in a moment. But one word of caution here is that when you are doing a series of one-way sensitivity analyses, you are probably going to underestimate the uncertainty you have in your ICER or your cost effectiveness ratio. And that is because the ICER is based off of multiple parameters, not just one parameter. And when you do a series of one-way sensitivity analyses, you are assuming that uncertainty exists only in that one parameter. And you know that that is not the case. You know every single one of your parameters has some uncertainty. So the best way then to approach this is to do a probabilistic sensitivity analysis, which we will talk about in a few moments.

I just told you about some of the limitations of one-way sensitivity analyses but I still think that you should actually do them. And the reason is because this is the easiest way to understand which parameters matter in your analysis. And it is important to know this because if you have a parameter that makes a big impact on your model conclusion and you do not think that it is coming from a high quality study, then that would indicate that you need to do a high quality study before you can move on with your cost effectiveness analysis.

An easy way to figure out which one of your one-way sensitivity analyses has the greatest impact on model results is to do a tornado diagram. And essentially, what this is is a stack of one-way sensitivity analyses and it has a number of one-way sensitivity analyses that are represented in the same graph. And each one-way sensitivity analysis is represented by a single bar and the width of the bar represents the impact of that sensitivity analysis on your model results.

So if you were in TreeAge and you wanted to conduct a tornado diagram, what you would do is tell the model, “I have a number of variables that I want to conduct a one-way sensitivity analysis on.” And for each one of your variables – here I have five – you would define your low value and your high value and your interval and you would determine – you would tell TreeAge what your willingness to pay is. Here, I have just said, “I have a willingness to pay $50,000 for a quality adjusted life here. 

And this would be the results of what your tornado diagram shows, and this is showing the number of different variables. I am sorry that the font is very small here. Unfortunately, I could not make the bars big enough to see and have the font be readable at the same time. But there are five different variables that were tested here and you can see that actually, three of them had almost no impact on model results and that is why they are not even showing up on this graph. The probability of death from pulmonary embolism or deep vein thrombosis had a little bit of an effect on model results. But far and away, the variable that impacts my model results the most is the probability of PE or DVT with mechanical prophylaxis. And so what this dotted line shows is the expected value of the strategy at the base case. And if you have any bar that has a dark line on it, that means that the decision changed at this dark bar. And so here, my model results, my model conclusion would change here. And note that this actually does not give me a ton of information. So it is sort of a nice overview of telling me, “Okay, there is one variable that matters a lot and it matters so much that at some point, when I change this variable, my model conclusions are going to change,” as indicated by the dark bar. 

But I really want to go a little bit further to understand more about this. And so what I would do is I would actually look at the ICER diagram. So previously, we had a net benefits diagram that popped up. We will talk about that in a moment. 

And now, we are going to look at an ICER diagram – incremental cost effectiveness ratio here. And you can see here that now there is actually a number of different variables that show up here. There are four – all five of my variables are now showing and you can see here that again, most of them do not really matter so much in the ICER result. 
I also want to look at the text report from my tornado diagram. I do not just want to look at the graph. And what the text report will show me is the low value and the high value. This is the ICER report so this is the low value of my ICER and the high value of my ICER. And so you can see here that there is one variable that causes my strategy to change, and you can see how much it changes. So I went from an ICER of -$44,000 per quality adjusted life year to an ICER of $600 per quality adjusted life year. So I went from a highly negative ICER to a slightly positive ICER when I changed this variable input from .01% to .3%.

So this tells me that my model result has now changed here with the high value of the probability of PE or DVT for mechanical prophylaxis. And now, chemoprophylaxis is my preferred strategy. So this essentially tells me that I had better be more confident in my estimate of PE or DVT associated with mechanical prophylaxis since out of all the variables in my model that I chose to evaluate for a sensitivity analysis, this one ended up having the largest impact on my model, as well. Since the other variables that I changed – and you can see here that I changed them quite dramatically, you know, really wide ranges here – did not actually affect my model results very much. And that is essentially because so few people are coming into these health states that even changing them dramatically, there are just few people flowing into the states before this health state of death from PE or DVT and adverse events that it does not really make an impact on my model, as well.

So tornado diagrams are just a series of one-way sensitivity analyses. I do not want you to think that they are doing any further analysis for you. What they are essentially doing is just presenting you with a nice visual way of being able to compare the one-way sensitivity analyses to each other. And again, the limitation here is because it is just a series of one-way sensitivity analyses that we know that there is not just uncertainty in one parameter, there is uncertainty in most if not all the parameters in your analysis. So again, the tornado diagram is still going to under-represent the uncertainty in your model.

I want to briefly touch on scenario analyses but I will only go over that for a couple of minutes because I really do want to spend most of our time on probabilistic sensitivity analyses. In this scenario analysis, you do this because you are interested in doing an analysis of the cost effectiveness of your strategies in different subgroups. So maybe I am interested in limiting my cohort to just older people and I would like to explore the cost effectiveness of chemoprophylaxis versus mechanical prophylaxis in people that are 85 years old or older. So because these folks are older than my base case cohort, they are going to have a higher risk of PE or DVT, a higher risk of adverse events, and a higher risk of death from PE or DVT or from adverse events just by nature of the fact that they are older and more frail. 

So what the scenario analysis does is it changes the point estimate of multiple parameters simultaneously. I want to be clear here that the scenario analysis does not incorporate uncertainty. That is why it was called a scenario analysis rather than a sensitivity analysis, and it is important to keep those separate. Here, I am assuming in my scenario analysis that I have accurately predicted the risk of PE/DVT, the risk of AE, and the risk of death, and that it is just a different risk than it would be for a lower cohort. I also do know that there is uncertainty in all of these parameters. I am assuming this away in the scenario analysis. And so it might be an interesting analysis for you to do just to compare how your cost effectiveness changes from your subgroup to your base case, but you are still not done because you have not done sensitivity analyses on your subgroup versus sensitivity analyses on your base case.

The best way to do sensitivity analyses is a probabilistic sensitivity analysis. And what this does is it varies multiple parameters simultaneously and each variable, as we talked about before, comes from a distribution. And you run your model a multitude of times. That could be 1,000 times, 10,000 times, a large number of times. In each iteration, whether I have – if I run my model 1,000 times, that means I have 1,000-model iteration. In each model iteration, I pluck a value from the distribution and I have used that as the model input and I calculate the ICER based off of that. So here, you can see that I have an example where I have five iterations and in each iteration, I pluck a different value from my distribution. One thing that I do want to note is that the distributions do not have to be normal. On the left hand side, it is showing you normal distribution but your inputs may not come from a normal distribution and in fact, oftentimes will not. And that is fine, your model can certainly accommodate that and should accommodate that. A probabilistic sensitivity analysis or a PSA is increasingly required to publish in a good journal. So I would recommend that if you are doing a cost effectiveness analysis that you do become familiar with this type of sensitivity analysis. That is going to provide you important information and it can also make or break your ability to publish in a high quality journal, as well.
A couple things to keep in mind when thinking about PSAs is that values are sampled with replacement. So in model iteration one, we pluck a value from a distribution. Model iteration two is like we have reset and that same value could be plucked again in model iteration two. And values are sampled based on their likelihood of occurrence. So if you have a value that occurs with high frequency in your underlying distribution, then it is possible that it could be sampled multiple times across your model iterations and your probabilistic sensitivity analysis.

The results of a PSA – here I am assuming that I am only comparing two strategies, although you could compare multiple strategies. Here I have Strategy A versus Strategy B. And my results will give me the mean cost associated with Strategy A, as well as a variation in that mean cost of Strategy A. It will give me the mean cost of Strategy B, as well as variation in the mean cost of Strategy B. And it is going to give me a mean health effect associated with Strategy A and variation around that mean health affect and also, the mean health effect for Strategy B and variation in that mean health effect for Strategy B.

When you are choosing distributions for your probabilistic sensitivity analysis – I am giving you guys some general guidance here – that normal is – you can see is not necessarily going to be frequently used. Cost also times has a heavy right tail to the distribution. There is usually some high cost outliers. And so if you have non normally distributed cost data, which oftentimes people do due to these heavy right tails, then you may want to use a log-normal distribution of cost data for your PSA.
Probabilities and utilities often range – well, the probability is going to range on a scale from zero to one. It is a continuous variable bounded at zero and one. And utility is most often a continuous variable bounded at zero and one and therefore, beta distributions can be appropriate for those types of model inputs.

So inputting variables into the PSA. So here what we have done is we have our exact same example of treating patients for PE or DVT with mechanical versus chemoprophylaxis. And you can see here that I have defined my probabilities as variables. What I want to do for the PSA is I wanted to find my variables in terms of distributions rather than point estimates. Here, I have not yet done that. I am still defining variables the same way I did in my deterministic sensitivity analysis where my probability is defined as a variable but the variable is defined as a point estimate, which you can see here. Now I want to change that in order to run my probabilistic sensitivity analysis because remember, my PSA is going to sample from a distribution rather than plucking point estimates. And so these are the point estimates you can see here. And here, what I have done is I have changed these point estimates into distributions. And so again, I still have the exact same variable names that are in my model but the definition of the variable is now in distribution rather than a point estimate. And this tells me that I am now ready to go ahead and do a probabilistic sensitivity analysis.

This is just sort of a reference for folks that are using TreeAge. I will not spend too much time on this but you can refer to this later at your leisure about how you actually – first, you wanted to create the distribution and this is my naming convention. If I have a distribution, I always put a D underscored to tell myself this is a distribution. You define the distribution in terms of its shape and its parameters and then you assign the distribution to a variable. And so here, my variable is a probability.

So when you run the PSA, you define all of your model inputs as distributions and then you determine your number of iterations that you want to run your PSA for. So here, what I have told my model is I want to run 1,000 iterations for my PSA. And we will talk in a few slides about how to actually determine the number of iterations. So I see that there is a question onboard about that. Just wait a few slides and we will get to it.
When you have a number of iterations, you are going to have a number of different ICERs and so you want to be able to show your audience how all of your – what your different ICERs look like with your probabilistic sensitivity analysis. And there are three big ways to do this. You can either use a cost effectiveness plane, which is oftentimes called a cost effectiveness scatterplot. You can use a cost effectiveness acceptability curve or you can display results in terms of their net benefit. 

So this is a cost effectiveness scatterplot and what it does is it will show me – each point here is an individual ICER and this line right here is a 95% confidence ellipsoid. And you can see here this is my willingness to pay threshold, which is $50,000 per quality adjusted life years. What this shows me is that most of my results are in one quadrant and this is actually the quadrant that shows me that chemoprophylaxis  is more costly and less effective than mechanical prophylaxis most of the time. And you can see that most of the time since most of my dots are in one quadrant, and that is all my physical software is showing me.

I am also going to have a text report that comes along with this scatterplot. And so here, it will tell me the quadrants – there are four quadrants – and six components. And that six components are because quadrants two and three can be divided up into cost effective or not cost effective, depending on where the willingness to pay – depending on whether you are above or below the willingness to pay threshold. And so this tells me that 99.9% of the time in this totally hypothetical example with entirely made up data that mechanical prophylaxis is cost effective 99.9% of the time compared to chemoprophylaxis. And what this actually tells me is not just that it is cost effective, but it will also tell me that it costs less and provides more health benefit than chemoprophylaxis so it is my win-win situation.

This is a hypothetical example of having an ICER in multiple quadrants. So when you have an ICER in multiple quadrants, the software will zoom out and will show you all four of the different quadrants. So you can see here one, two, three, four different quadrants. Most of the time, we are in the quadrants that indicate that mechanical prophylaxis is costing more money and providing less health benefit in this hypothetical example relative to chemoprophylaxis. And you can see here, my willingness to pay threshold, as well, and that most of my dots here – most of my individual ICERs – are above my willingness to pay threshold.
So this is my hypothetical example and you can see here that now, the proportion of times that I am in each one of these different quadrants, our component actually changes quite a bit from the example that I showed you previously. And that is just because I changed some of the model input to just try to show you what happens when you have ICERs that flow across multiple quadrants in your analysis.

So before we move on, I do want to talk about ways that you should not show uncertainty in ICER, and that is that sometimes I see publications where you only show the numeric value of the ICER and the confidence interval. And this can be a little bit dangerous because you can have the same ICER that falls in different quadrants in your graph. So in my first example here, I have two strategies that I have prepared with Strategy A costing $40,000 less than Strategy B and providing one fewer quality. I have an ICER of $40,000 for quality.

The next cost effectiveness analysis I did comparing Strategy A and Strategy B, I have Strategy A costing $40,000 more than Strategy B and providing one quality. And so I still have an ICER of  $40,000 for quality but that is because the numerator is now made those positive as opposed to being both negative. And you can see here that even though the ICER, the point estimate of the ICER is the exact same, they fall different places on my cost effectiveness quadrant. So if you had a decision maker who had a budget that was decreasing in the coming year, then that decision maker would be very interested in this strategy but would not be interested in this strategy. And if you had only provided the point estimate, the decision maker would not really know whether he would have to spend less money to get less health benefit or whether he would spend more money to get more health benefit.
So I have here my willingness to pay threshold, which you see on my cost effectiveness quadrants and you will see it also right here, my willingness to pay threshold. So all of these graphs are showing me whether something is cost effective relative to a willingness to pay threshold. Well, what if you do not know your willingness to pay threshold? Or different decision makers have different willingness to pay thresholds. And this can oftentimes happen. So what you can do here is you can use a cost effectiveness acceptability curve in order to show the results of your probabilistic sensitivity analysis. And what that cost effectiveness acceptability curve will tell you is the percentage of iterations that favor each strategy across a willingness to pay threshold.

This is a hypothetical example of what a cost effectiveness acceptability curve looks like. And here, I have an example where I am comparing three different strategies. So you can see that at this point, and at this point, strategies cross. So you can say that, “Okay, if your willingness to pay threshold is around $5,000, then you are going to have a different preferred strategy than if your willingness to pay threshold is $50,000 for quality adjusted life here.” So if my willingness to pay threshold is actually $50,000 for quality adjusted life here, then I want to go with Strategy A because that is cost effective most of the time with this willingness to pay threshold. If my willingness to pay threshold is something like, let’s say, $5,000, then I am going to want to go with Strategy B because that is most likely to be cost effective with that willingness to pay threshold. And so this can give you some more information here about which strategy to choose across different willingness to pay thresholds. 

I should point out that we still have the problem here that we talked about of not knowing which quadrant in which your ICER lies. So this gives me different and valuable information about what happens when I bury my willingness to pay threshold. But from my personal standpoint, if I was to present this graph, I would also want to provide the cost effectiveness scatterplot just so that we could also see the quadrants in which the ICERs are actually lying.
In the interest of time, I am not going to go too much into net benefits. I just want to note that if you are incredibly certain about your willingness to pay threshold, then you can use net benefits, which essentially combines information on costs, outcomes, and willingness to pay. And you can see that there is net monetary benefits and that health benefits, as well. Oh, I guess I did not put in the health benefit. I only put in the net monetary benefits because TreeAge was only going to calculate the net monetary benefits for you. But you can see that you have net monetary benefits on the Y axis and a willingness to pay on the X axis and it will plot your cost effectiveness across – for your different strategies across a different willingness to pay threshold.
So three ways to show uncertainty in the ICER are cost effectiveness planes or quadrants, cost effectiveness acceptability curves, and net monetary benefits, the latter of which you should only use if you are very certain about your willingness to pay. You can see that the net monetary benefits does not provide as much information as the other two graphs do and so for that reason, I really do favor strategies one and two over presenting that monetary benefit.

So in terms of how many iterations you actually need to run when you are doing a probabilistic sensitivity analysis, the answer is that it sort of depends. But you can test how many iterations you need to run. So the more inputs you have that you are varying in your model, the more iterations you are going to have to run in your probabilistic sensitivity analysis. The way to test how many iterations you should run is you should test a number of different iterations. So maybe you want to test 100 iterations versus 1,000 iterations. And what you can do is you can save the results from your 1,000 iterations and save the results from your 100 iterations, and you can stop your PSA when your simulations generate mean values that are very similar. So what I would see here is that I have 1,000 iterations that I have run once and then 1,000 iterations that I have run a second time. And here, you can see that my values are pretty similar across my mean cost. It looks pretty similar for mechanical prophylaxis. Mean costs looks very similar for chemoprophylaxis. Mean health effect is identical from mechanical prophylaxis and mean health effect is identical for chemoprophylaxis. So again, on the left hand side, I ran 1,000 iterations. On the right hand side, I ran another 1,000 iterations, and I can see that my mean values are pretty stable across my first set of 1,000 iterations compared to my second set of 1,000 iterations and therefore, I can say, “Okay, I can stop at 1,000 iterations. I do not need to run more iterations than that.” And this can be important because when you have a very complex model, it can be computationally intensive to run these PSAs. So you do not really want to run more than you have to. It is certainly better to err on the side of running more rather than running less but you know, if you are going to be eating up a lot of computing time, you want to be judicious about that.
This is an example where I ran just 100 iterations to see okay, well, if 1,000 iterations gets me stable estimates, can I drop down and only run 100 iterations. And so on the left hand side is the results from my first set of 100 iterations. On the right hand side is the results from my second set of 100 iterations. And you can see here that my costs for mechanical prophylaxis are pretty similar. But my costs for chemoprophylaxis  are actually pretty different and the costs – I am sorry – the health effects for mechanical prophylaxis is similar and the health effects for chemoprophylaxis is somewhat different. And so here, I would conclude that my estimates without seating are not stable enough and therefore, 100 iterations is not enough for my PSA and I would do my 1,000 iterations.
So summary of a probabilistic sensitivity analysis. It looks at model results when multiple sources of uncertainty are evaluated simultaneously. You can present results in terms of cost effectiveness planes or scatterplots, cost effectiveness acceptable curves, or net monetary benefit. And these are required to publish in a peer-reviewed journal that is of high quality.

One thing I do want to point out very quickly is joint parameter uncertainty. So the model is going to assume that there is no covariance between parameters unless you specify otherwise, and this is so incredibly important. You cannot just run a PSA and think that you did enough to test your model results. And that is because your PSA assumes your variables are independent and oftentimes, they are not. So here is an example where I have two variables in my model. One is a probability of response at 24 weeks and the other is a probability of response at 52 weeks. You can see here that the probability of response at 24 weeks is a very low value. People are not responding very well at 26 weeks. My model could, in the PSA, pluck a high value for probability of response at 52 weeks and we know that this is implausible. If people are not responding well early on, it is unlikely that they are going to respond really well later on. So this is some sort of unrealistic situation that does not reflect a clinical reality, and I would want to tell my model that so that I did not end up in the situation of having a strange clinical course that you would not normally see. 

And so to accommodate joint parameter uncertainty, you can do one of two things. You can define one variable in terms of the other so here, I have defined X in terms of Y and saying that X is always going to be greater than Y through this equation. Or you can use a table to link variables and have your PSA identify which variable input you want to use. So this is just an example of some code that would put into TreeAge and I will not go into it in the sake of time but you can refer to it later for your reference. Essentially, what it is saying is that if I am telling the model that, “Yes, I want to do a PSA,” that is should go to Table 1 and choose the row or the index corresponding what the model cycle line is, and use the value in Column 1. If the PSA indicator is not turned on, then I would tell the model to use the base case value, which in this case, for Variable X is 0.55.
So in summary, all model inputs are going to have uncertainty and you have to test how this uncertainty is going to affect your model results. And you do so by varying those model inputs. A tornado diagram is a good way to get a first-pass understanding of the most important variables in your model. But in order to fully understand uncertainty and the robustness of your model results to this uncertainty, you need to run a probabilistic sensitivity analysis. And when you are doing that, you should be careful to accommodate joint parameter uncertainty.
For folks that are interested in further reading, Chapter 11 in this Hunink book called Decision Making in Health and Medicine: Integrating Evidence and Values gives a nice general overview. And in terms of folks that are actually implementing sensitivity analyses, I would strongly recommend that you read a Briggs et al paper that came out in Value in Health in 2012, which is ISPOR and Society for Medical Decision Making: Good Research Practices for Sensitivity Analyses. And if anyone has any questions, I am happy to take them now.
Moderator 1:
Sounds great, Risha, and thank you so much. So a couple questions have come in and I think we have addressed them but let me just reiterate them so that other people have the benefit of seeing them. There were a couple questions early on about the number of iterations in the sensitivity analysis and it sounds like you can start with 100 but often, you end up at 1,000.
Risha Gidwani:
Yeah, I would actually generally start at 1,000; 100 is usually too little and I just demonstrated that so that you can see exactly how to think about these model results. But most of the time, I start with 1,000 and then make your way up to 5,000 or 10,000 as needed.

Moderator 1:
Sounds great. There was a question about if you have cost of intervention, you might have a base case for the intervention and then you would have – you could run the sensitivity analysis thinking about what would happen outside of the intervention in more of a real world scenario and that is definitely the case for running sensitivity analysis. I think, Risha, your experience, you have to define that distribution and if you take the distribution to be too wide and just sort of say, “Well, it could be anything,” you are just adding a lot of noise to your model.

Risha Gidwani:
Right, yeah. So the reason that we are doing the sensitivity analysis is not to test how the model results change as we vary the model input. It is to test how the model results change as we accommodate uncertainty in the model input. And so if you think that the cost of an outpatient visit is going to be something on the order of $100, you do not want to vary that from $0 to $1,000. You would really want to think about, “Okay, what is a realistic amount of uncertainty?” And so when you think about the range that you are using for your sensitivity analysis, just make sure that you are trying to accommodate uncertainty rather than just test model inputs to see where you can kind of break your model results.

Moderator 1:
Fair enough. There was a question about Slide 53. I know that is a fair ways back but if you could go there. One of the people is asking if you could sort of quickly re-review Slide 53.
Risha Gidwani:
Okay, sure, where am I at? It looks like I do not actually have – hold on a second, let me – oh, they are not numbered here.

Moderator 1:
And while you are doing that, I have got another question for you, Risha, so we do not run out of time. Does TreeAge support multi varied distribution specifications and draw from inverse Wishart specification versus gamma beta uniform distributions for parameters that are likely not independent?

Risha Gidwani:
So in terms of the multi varied distribution specifications, TreeAge will not accommodate that for you. You will have to program it into your model in the ways that I mentioned on that slide at the end. And then it will accommodate gamma and beta and uniform distribution. I do not believe it has an inverse Wishart and I will confess I am not actually familiar with what an inverse Wishart is, but I do not believe it has that. It does have the other distributions and you will have to – what it can do is if you know the correlation between different parameters, you can enter the correlation. But I believe it can only do that if you have a normal distribution for each parameter. I am trying to think, actually.
Moderator 1:
Well, luckily, just to circumvent because I know we are short on time, that question has come in inhouse so it is sort of like that old horror movie where the babysitter is getting a phone call from upstairs. We can address that one inhouse.

Risha Gidwani:
Okay, all right, well, I am…

Moderator 1:
[Interrupting] To get onto Slide 53 before we run out of time here.

Risha Gidwani:
Okay, great. And I should mention that it is not recommended to use the uniform distribution. You are essentially then saying that every value is equally likely to occur and that so rarely happens in the real world that it is probably not a good representation of true uncertainty.

Okay, so Slide 53. So this is my text report for my incremental cost effectiveness ratio scatterplot. So we have our quadrants here that we talked about before – Quadrants 1, 2, 3, and 4. And you can see these components here result in the splitting of Quadrant 3 and the splitting of Quadrant 1. And so what I will actually do is I will skootch back. Oh gosh, it is actually pretty far back, okay. So here you can see on this slide that I have one, two, three, four quadrants, but I actually have six components because this quadrant could either be cost effective if I am below this line in this quadrant or it could be not cost effective if I am above this line in this quadrant. Same thing with this quadrant down here. If I am above this line in this quadrant, it is not cost effective. If I am below this line in this quadrant, it is cost effective. And that is why I have six components here versus four quadrants.
And so this tells me the proportion of time that chemoprophylaxis is cost effective relative to mechanical prophylaxis. And so I am sorry, I should say the proportion of incremental cost effectiveness ratios that fall into each one of the different components. And so in this situation, 99.9% of the time, my results are in Quadrant 2, Component 6. And that tells me that 99% of the time, mechanical prophylaxis is cost effective compared to chemoprophylaxis. 

Moderator 1:
Detailed slide but thank you for walking through it again, Risha. And so that person who had the question, if that did not answer it, feel free to re-text Risha directly. I know we are about six minutes over and some people have already said they had to leave. So I just want to thank you, Risha, for a great talk on sensitivity analysis. I know this is often a question that we get here.

Risha Gidwani:
Great. Well, thanks very much. I appreciate the opportunity to present.

Moderator 1:
And thanks, Heidi.

Moderator 2:
Oh, thank you. And for the audience, I just put a feedback form up. If you all can take just a few moments and fill that out, we would really appreciate it. Also, I wanted to just let the audience know. I know we have several people in the audience who had a chance to stop by the HSR&D at Academy Health and I just wanted to let you know we got some great feedback and we really appreciate you all taking the time to stop in and give us that feedback. I just sent an announcement out for our next session in this series and I am sorry, I do not have it right in front of me here. Neil Jordan will be presenting on budget impact analysis. I hope you all can join us for that session. I know most of you are already registered.
Risha, thank you so much for taking the time to present today. Todd, we always appreciate you taking the time to help out on our sessions. For the audience, thank you everyone for joining us for today’s HSR&D cyber seminar and we hope to see you at a future session. Thank you.
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