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Unidentified female:  It is my pleasure to introduce Todd Wagner. Todd is the associate director of the health economic resource center as well as the center for innovation to implementation, that’s one of the VA HSR&D centers of innovation. Todd is -- has been a health economist in the VA for over 15 years and has worked on a very wide range of research projects; so he’s given a lot of thought to these issues that he’s going to discuss today, in particular the topic of Propensity Scores. And he’ll share his knowledge that he’s gained with us over the years in the talk today; so with that I will turn it over to Todd.
Todd Wagner:  Sounds great. Hopefully everybody can hear me and are you able to see my screen that says “Propensity Scores”? 

Unidentified female:  We can hear and see just fine, thank you.

Todd Wagner:  Perfect. So the last time I gave this lecture in 2013 it was heavily attended and there was a huge diversity in the audience. Right now we have 160 people out there so thank you so much for joining us on this first day of April. I will try to refrain from any April Fool’s jokes. But I will say that it’s a very hard lecture to give to hit both ends of the spectrum; people who are sort of just getting introduced to Propensity Scores as well as those people who are interested in sort of the more nuanced -- more expert type questions and answers. So what I will generally say is we try to hit the middle of the road and if you have specific questions, if you’re getting lost along the way feel free to ask those questions or we can answer them off line. And if you have further reading questions we have some slides for further reading at the end but we can also help you with those questions as well through email.

Why is my slide not advancing? Molly, sorry?

Unidentified female:  It looks like you’re using the pen highlighter -- you’ll need to switch back to the arrow.

Todd Wagner:  Thank you. I was trying to think ahead because I want to annotate some stuff. 

Unidentified female:  Down in the lower left hand corner of your slight you’ll also have those kind of fuzzed out icons and you should be able to click on that. 

Todd Wagner:  Funny thing is it won’t let me get me back to me. 

Unidentified female:  Well how about we do this; I’ll go ahead and take control real quick. And then I will give it back to you and that should kick start you back from the get go.

Todd Wagner:  That would be awesome.

Unidentified female:  There you go.

Todd Wagner:  Perfect thank you. Sorry about that everyone. So we have -- here’s the outline for the talk today. I have about 45 slides that I want to get through and like I said Christine is going to be helping me with questions and answers and she’ll jump in if there’s the clarifying question and then we’ll address questions at the end should we have time or via email. 

So I want to talk a little bit about background for assessing causation and sort of clinical trials and how we think about clinical trials because it relates directly to not only how we define a propensity score but why we are interested in propensity scores and why a lot of people think of propensity scores as being this magic bullet for understanding causation and observational data. So we’ll calculate the propensity score, we’ll show you how to use propensity score and then I’m going to get back to the limitations on propensity score and why it’s not a magic bullet.
So just to jump right in. Hopefully people are interested in this idea of causality and using observational data for causality. I put up -- posed two questions here Does drinking red win affect health or Does a new treatment improve mortality? But the first question is obviously is you see these types of questions posed by the media all the time, red win or coffee is associated with better productivity, better health, living longer. And one of the questions is what are the data that’s supporting that statement?

Obviously the randomized trial provides the most rigorous methodological approach for understanding causation and here is a schematic that I’m going to use for understanding randomization and we’re going to work through the schematic through most of the talks. It takes a little bit of getting used to but you’re going to recruit participants in the first box, this is this left hand side. And then you’re going to move into this idea of random sorting; so if you’re doing a clinical trial you have somebody who’s randomly assigning people to either treatment group A or treatment group B and if they were the same treatments you would expect no differences and outcomes. And if there is a different treatment for A versus B you might expect that one of those treatments would lead to better outcomes. And so the idea here is that the randomization is really the only thing causing that difference because it’s a random ticker, flip of a coin if you will. 
Now I do note that there’s a lot that large clinical trials do to insure that randomization works because randomization accounts will fail so a lot of the major trials in a VA by CST for example spend a lot of time making sure that the randomization works, preserved balance.
So if you think about it this way the expected effect of a treatment and expectations are another way of thinking about sort of the mathematical thinking on marginal effects; so you have the expected effect of Y, Y being your outcome and A is your treatment group A and B is your treatment group B. So what we’re really looking at here is expected effect of Y is the mean difference between the two treatments, A and B. So I just want to keep you in mind that there is -- we’re going to talk a little bit about expectation and I don’t want people to think out about it but you’ll see that coming up time again and it’s in this case -- let’s think about it as the mean difference between treatment A and treatment B. 

Now trial analysis we can use a relatively straightforward model. Let’s say we have this linear model, Y is our outcome. So Yi, i being the subscript for patient = a alpha which is your intercept and then your beta x + your error term. Now your beta x is essentially your expectation of Y, what is the difference between the treatment groups A and B. So I’m just short of turning that expectation notation into a regression notation; so hopefully I’m not -- I haven’t lose anybody here. But the idea is you’re running a regression, your outcome is going to be -- let’s say its mortality and you’re interested in the two treatments. And your beta coefficient is going to give you the marginal effect of the two treatments or the treatment A versus B on outcome. 

Now you could extend this and when I first gave that first lecture a couple weeks ago in this course we talked a little bit about different ways of modeling data. Clearly you could control further baseline characteristics and I have just annotated that with the Z here. See perhaps there’s some other things that you want to control for or maybe there was imperfect balance in your randomized trial and you want to control for your baseline characteristic you could easily do that. So the Z is just a baseline -- a vector of baseline characteristics. And these would be things that are predetermined prior to randomization. You wouldn’t want to think of things that changed after randomization. And again this is just a percent analysis. 
So there are some critical assumptions that make randomized trials work. And let me just run through these. What I’m going to say is a lot is going to depend on this second one and the second one is going to be really critical when we get back to observational data. But the first assumption just to be clear is that the right hand side variables are measured without noise. We assume that your dependent variable, your outcome has noise and that’s embedded in your error term but we assume that the right hand side variables are measured without noise and they’re sort of in some sense, considered fixed and repeated samples. If you were to do the same study 100 times you would have the same right hand side variables. 

And here’s the second one is a key one. There is no correlation between the right hand side variables and the error term. Now randomization insures this because it’s randomization we know that there is no other link between randomization and sort of the residual error of error on the right hand side. That assumption is what’s going to fail in observational data. If we thought of a regression model for example or model that was interested in drinking red win or smoking, there’s a lot of reasons why people do that and we’re not going to observe all of that and that’s going to cause a relationship between our right hand side variable and the error term and that whole assumption breaks down. Economists talk about that as being endogeneity. There’s other sort of things that can go on there or you could think about it if you’re more familiar with the term selection bias. Those are all sort of reasons why you might have a correlation between that right hand side variable and the error term. 

Now in observational data I will also say that I don’t like using the term independent variable. You’ll often hear that being used -- we have the dependent variable, we have the independent variable. Well independence assumes that it really is orthogonal to the error term, that it is completely independent of error term. And so I often will use the connotation here or the right hand side variables just to make sure that we’re not assuming that they’re independent.

Now if these conditions hold we would say that beta, especially in randomized trial is an unbiased assessment of the causal effect of treatment; so that’s why randomized trials are so powerful and really held up as the gold standard for causation. 

Now there are many reasons that randomized trials may not be possible and why we might turn to observational data. One is that it may be unethical to randomize people. Maybe we have a situation where you’re interested in [Inaudible 00:10:10] care and you just can’t randomize people. It’s okay to observe people doing different things but it’s not okay to randomize people to inferior care. It may be infeasible or impractical or not scientifically justified and maybe just too expensive or too long and for many of these trials and I’ve had the great pleasure of working on a number of trials with CSP for many of these trials from inception of the idea to sort of the first publication that comes out in New England Journal, it’s five, seven, eight years. And they’re beautifully constructed clinical trials but you might say that it’s just too long or it’s impractical to do every study with a clinical trial.

So getting back to thinking about -- I’ve given you a schematic early on that was for randomization and randomized trials. So let’s think a little bit about what happens in observational data; so sorting without randomization. So what we don’t have here is a flip of a coin that determines the treatment group and the comparison group. We have this thing that’s called sorting that determines it. And so you can say well there are patient characteristics that go into sorting. There are provider characteristics that go into sorting, sometimes there’s a combination of both and let me just be very specific and think personally about where you go to get care. You could say, “Well I belong to Kaiser Permanente”, “I chose Kaiser Permanente because I believe in that system of care” or “Because a friend recommended that to me” or “Because I’ve looked online and for outcome measures that I’m interested in they have high quality ratings”. So there’s a lot of sorting that not only goes into what insurance system you have but that would also determine perhaps the kind of care you get thereafter. 
The sorting could also happen if you’re a physician on the call and you might say “Well where do I want to practice my care and provide services”? You might say “Well I’m particularly interested in working in this one system because I think they are the best”. Maybe you are a person who loves doing heart bypass surgery and you say “I think of Duke as being the best place for that; so I really want to look at Duke”. And so by doing -- by setting those things up you’re influencing the sorting here and that sorting is clearly without randomization. And that sorting is going to affect the proclivity for patients to get into those two different treatment groups and the outcomes. And it’s going to confound and create a whole mess for us. 
So if everything is fully observed and correctly specified we could still say something about causality. But hopefully in walking you through those situations it never really happens in reality. There’s no full way to understand why do physicians or clinicians go to the systems they go and why do patients choose insurance systems they choose and the doctors they choose or the treatments they choose. It’s just never fully observable. So as much as we would like to say if you could control for everything and you could correctly specify it in your regression model, you could understand causality what I say here in reality is it never really happens. You can’t ever really do that. 

So what typically happens is you’ve got patient characteristics, provider characteristics that influence sorting and then you’ve got these unobserved characteristics and they could be things like teamwork, maybe certain facilities have great teamwork or great provider communication. There was a really fascinating study a couple years ago by Julia Neely at the White River Junction VA that was looking at teamwork for surgical care and you know there’s -- these things matter. They really influence outcomes and so you could think about patient education as being another unobserved characteristic. 

Now in the easiest of all world’s if you were to just draw this line and say these unobserved characteristics don’t effect sorting, they just effect outcome so they’re something of a nuisance planner that we just have to control for, maybe we can control for them for things like fixed effects. Maybe you’d say “Well you know maybe we’ll just conclude a fixed effect dummy variable for things that each facility to control for these things that are fixed that effect outcome but don’t effect sorting”. So this is a model and people may be familiar with fixed effects models where you’re putting in essentially a dummy variable for certain things. And you could say “Well that’s controlling for a lot” and perhaps that’s controlling for some of these unobserved characteristics. 
What’s more challenging and what often happens is these unobserved characteristics not only influence outcome but they influence sorting and this becomes much more challenging. These are the kind of questions that it’s really difficult using observational data to get a handle on. And there are different ways and different fields that sort of come at this and so you might say well one answer is just use multi-varied analysis and try to do your best and in the end you’ll say “Well we’re just going to talk about association”, we can’t talk about causality. It’s not identified.

In economics we might also say that there’s this idea of exogenous factors that really effect sorting, that are not in the patient or provider sort of control. And you can think of those as being laws or programs, things that might affect prices and we’ll use those to help us understand sorting. And by doing that think about how these two treatments sort out and effect outcomes. If you believe in this model then one of the things you’ll think about is instrumental variables might be insight into understand this causal relationship that really focus on this exogenous factor. I’m not going to get into that now because we have a separate entire cyber seminar led by Christine who is going to talk about instrumental variables.

So let me back up a second and talk a little bit about -- sorry. What we’re really interested in here is not the instrumental variable model but what we’re going to be interested here is what do we do in this situation where we’ve got these unobserved characteristics that are effecting sorting and outcome and that’s really where people have come into the -- we’ve used multi-variant analysis and with the propensity score be useful here.

So I’m going to take a break. I’m going to make sure that I haven’t lost anybody and ask Christine if there’s any questions out there before I jump into finding the propensity score and moving on. How are we doing Christine?

Unidentified female:  I think we’re okay.

Todd Wagner:  Great. I have noticed that our head count has gone up to 245 people; so this is an astounding number so again I appreciate everybody hanging out there and getting -- if I have already lost you I apologize. If you have additional questions I can’t answer we can always address those off line or at the end. 

So what is the propensity score and I’ll use PS just to denote propensity score. We’re going to use observable information; so again there’s nothing here that’s focusing on the unobserved. Unobserved by its very nature is unobserved. So the propensity score is you can use observable information which is often multidimensional in sort of end space. They calculate a variable, what we’re going to call the score and it’s going to allow us to look much more about how balanced or unbalanced these two groups are. The score is just the predicted propensity to get sorted although we typically think about it as the propensity to get treatment. And here is the expected treatment effect and the propensity score below. Propensity is just the probability of outcome Y = A given that you were sorted into X.
It’s really to calculate a propensity score. It’s really just -- I want to make sure I stress this though; it’s really just another way to correct for observable characteristics.

Unidentified female:  Can I interrupt with a question?

Todd Wagner:  Sure.

Unidentified female:  Back on your previous slide someone has asked “What if there are more than two choices A, B or C”?

Todd Wagner:  And I will get to that. There are a bunch of sort of extensions for propensity scores about how to model this whether it’s not linears or multiple choices; so -- that’s a great question and I’m sort of going to hold that in the back of my mind as sort of an extended question. That’s sort of more the frontier -- you know the frontier of propensity scores.  

So what propensity scores are not is a way to adjust for unobserved characteristics. I just want to make sure people are aware of that. The only way that you can make sure that they’re say something about the unobserved characteristics, the only way that you can turn this pig’s ear into a silk purse is make huge assumptions. And let’s be very clear about these assumptions. To make statements about causality using observational data, whether it’s multivariate or propensity scores you have to basically say that this variable on the right hand side is akin to randomization. So you can make some statements about assumptions of missing at random. Its equivalent to saying something like that we observe all the variables of interest. I think you’re probably getting the gist of my sort of reservations here about propensity scores is that I don’t think that these propensity scores ever overcome this issue. 

Now I am not going to say the propensity scores are thus meaningless and I’ll walk you through how to calculate them and why they might be meaningful but I don’t want you to think that they’re going to turn observational data into clinical trial data because they can’t. 

So calculating propensity scores let’s just say we have two groups here, just to simplify it because this is the vast majority of the way that people think about it. One group receives treatment and the other group doesn’t. What you’re going to use as logistic regression that calculate the probability that a person receive treatment. So for the person who’s asking about if you have multiple choices here’s where you’re going to see that you’re not going to use logistic regression to talk about multiple choice; you’re going to have to use a different model here to specify the probability of entering these different treatments. Essentially though you’re going to turn this multidimensional M space of choice into a single dimension which is the predicted probability that you were entering into treatments and that is the propensity score itself. 
So variables -- what variables do you include in this logistic regression? And what we’re interested in are exposure is things like the treatment; so that’s A here and Y is your outcome. What we’re really interested including is anything that could be affected or associated with the outcome; so you’ll see two green yeses, we want to make sure we’re including X1 and X2. What we’re not interested including are variables that are X3 and those are variables that just affect your exposure and think about those as being instrumental variables. They’re going to add noise to your model and they’re going to make it much more hard to estimate your propensity score precisely.

So you’re interested, and I’ll show this in another way in a second so you’ll make sure you understand this. But here is a paper by Brookhart talks a lot about the variable selection. Here is another way of thinking about it. You’re wanting to include as many of these patient characteristics and provider characteristics that effect sorting. What you’re not interested in is variables that just effect the treatments; so it’s -- you’re not just interested in the instrumental variables. 
Now here in gray and I made a slight change if you had downloaded the slide. I made a slight change here to move the yes to the green characteristic and made the unobserved gray just because they’re still unobserved.

So here is exogenous factors, we do not want to include those in the propensity score -- those will cause a lot of problems. Guido Imbens, who we’ll get to and I’ll show you his papers later, talks a lot about these factors. If you have these factors you should be using instrumental variables anyway and testing whether that’s a good model for you.

So again just to reiterate you’re going to exclude variables that are related to the exposure but not to the outcome. These variables increase the variance of the estimated exposure effect without decreasing bias. This is particularly challenging if you’ve got small studies and the rule of thumb here is no one is really clear what a small study means but generally what Brookhart says is fewer than 500 people.

Before I move on to the example where I’m going to actually walk you through a propensity score that we’ve calculated. I just want to make sure that people understand I see frequently that a lot of people rush to calculate the propensity score and just say “Where am I finding [Inaudible 00:23:30] when I get a propensity score”? I encourage people to spend a fair amount of time looking at the variables that matter on the propensity score, thinking about the variables that you’re including in the propensity score. I don’t see a lot of attention being placed on this either on sort of during the research itself or in papers. And I think that reviewers are starting to catch on that propensity scores really depend on the variables in those logistic progression propensity models and so we need more information. I’m starting to see -- I’m an associate editor for Medical Decision Making. We’re starting to see more technical appendices that highlight the propensity score and the robustness of those propensity score logistic regression models. I think that’s a really good thing because otherwise everybody sort of assumes that everything has been fixed with this propensity score. And sometimes the propensity score itself is challenging to estimate. 
So let me walk you through an example. Hopefully this will be a little bit clearer as we walk through an example. This was a cooperative study, so CSP 474 is a cooperative study, 474 is just the number of the trial. It’s a large multisite trial that was trying to answer the question and the primary question was Do cardiac bypass patients have better outcomes when it was radial artery versus saphenous vein. And secondary question that came up during the study was “Hey listen we’ve got a lot of these patients who were having the operation done by a resident or an attending surgeon”. So even though it was a clinical trial randomization was not focused on the resident versus attending. The randomization was focused on the conduit radial artery versus saphenous vein; so in some sense even though we have clinical trial data we’re back to observational data because we don’t have randomized sorting. So we -- that study tracked the primary surgeons. We have all this really detailed information and it’s a really interesting question should you use, or when should you use residents for doing these very complex surgeries. 
So I just want to make sure we’re understanding this. So to understand the sorting the balance, the sorting is multidimensional, the propensity score provides a simple way of reducing the dimensionality to understand the similarity across the treatment groups. We’re going to adjusting for covariance. Here in this example are surgical outcomes worse when the surgeon is a resident. 

Think about if you’re -- maybe you were a clinician and you were a resident at one time a resident assignment may depend on many things that some of which are observable and some of which aren’t. Maybe it’s patient risk. Maybe it’s go a brand -- maybe it’s July, you’ve got a brand new surgical resident next to you. You’re the attending surgeon and this person is really green as a resident and maybe you’ve got this high risk patient on the table, they’ve got all sorts of comorbidities, diabetes, they’re obese, maybe some other issues and maybe you say, “I think this one is a good for the attending to do”. Maybe you have availability of residents and you really need to encourage them to take these cases on, maybe you’re later in the year and you realize the resident has great skills and so you want them to take on this case through this patient. And local culture often really maters in how the resident is assigned here. 

So here is the logistic regression model that goes into the resident assignment. So this is our propensity model. So we have age, we have some clinical information that’s for example, Canadian Functional Class. We have urgent priority versus non-urgent priority. We have some information on the artery whether it was calcified or sclerotic. The sites are just demi-variables that are differences between the sites. We have some other information for example, did they do endovascular harvesting of the saphenous vein? Maybe they did an on pump versus an off pump surgery and then you get to see this other information which is how many grafts did they bypass one or two? What you’re missing here is the three which is the admitted group versus four to five. What you get to see here in the red arrows is that the assignment does not appear to be associated with age or number of grafts. So in this propensity model if you just had age it wouldn’t seem to matter. Likewise the number of grafts don’t seem to make a difference in terms of whether you’re choosing a resident or an attending. But you get to see that there are some blue arrows here. You get to see for example residents are much less likely to do endovascular harvesting. That’s a much lower so it’s an odd ratio of .2.
So we also see for example that Canadian Functional Class which is measuring angina symptoms you know we -- if the patient has a very severe angina symptoms -- actually less severe angina symptoms on class four than they’re more likely to have a resident. So we see that there is sort of the patient risk is falling out and that there is some information that is non random assignment. We get to understand this propensity score helps us understand sort of this sorting at this point. 

So here if you were to actually plot your two different curves so one curve is the resident and one curve is the attending curve, let me just walk you through what these curves are. So these are kernel density curves. On the X axis is the propensity score, the probability behind two residents versus attending; so you can see that the red score is the probability of being assigned to a resident. And that the blue is the probability of being assigned to attending. Now what the Y axis represents is the kernel density. I don’t want to get into all the details of what kernel densities are but think of it as a way of looking at the probability density function and what I’ve outlined here is this idea of a common support. So what we’re interested in is how much shared propensity did the -- do these people share? And what I’m going to ask you in the next question is what do you think of these two curves? 

I want you to compare three scores. Obviously A is the one I just showed you. B is one -- and I don’t even remember how I got the data for B but it’s slightly tighter and then C is even tighter. So these are three different propensity scores. What I’m trying to get an estimate of you now is do any of these cause you concerns? If you were to plot these out, which I encourage everybody to do when they calculate a propensity score is to plot these out. Do any of these give you concern about using multivariate techniques for propensity scores? My next slide is a poll.

Unidentified female:  Thank you Todd, I’m just going to take control real quick and launch this poll question. So for our attendees you should now be seeing the poll question. Do any of these distributions concern you, please select one. So simply click the circle next to your answer, the answer options are A, B, C, all of them or none of them. And just so you know these are anonymous answers; so there will be no penalization for the wrong answer.

Todd Wagner:  Not only that, there is no right answer so that’s even better. 

Unidentified female:  Oh my goodness. Where were you in college? All right, it looks like we’ve had about 60% of our audience vote but the answers are still streaming in so I’m going to give people a little bit more time to think about it. 

Todd Wagner:  Thank you Molly. Just to remind you A was the one that I showed you in detail. B was they were a little bit closer together and C was that they were almost on top of each other. 

Unidentified female:  Thank you. All right, it looks like about 70% of our audience has voted so I’m going to go ahead and close the poll down and share those results. You’re happy to talk through them if you want Paul, or I mean Todd.

Todd Wagner:  Sure, I’m often interchangeable with Paul so thank you. So A, some people said they were concerned about A. We have 4% -- people can see these results, right? 

Unidentified female:  Correct.

Todd Wagner:  4% said they were concerned about B, interestingly 36% said they were concerned about C, 17% were concerned about all of them and 4% were concerned about none of them. So this is quite an interesting -- so I’m going to take control of the screen back.

Unidentified female:  Yep, you should have that pop up now.

Todd Wagner:  All right, so let me just explain to you; so like I said A was from the resident versus attending analysis. What’s -- I’m going to laugh with you a little bit. So we had a fair number of people who said that C concerns them; that’s actually the randomization of that trial; so that’s the randomized treatment. So the ideal, even when randomization isn’t perfect, the ideal is that the two curves are going to overlap a lot. Now what you’re going to see when I go back even one more slide into the common support here is what they share in common. And if they don’t share anything in common it’s hard to ever make them look the same. And so you’re eventually going to -- when you calculate this propensity score and I’ll get into more details, you’re going to have what’s called a standardized difference. You’re going to come away saying even with the propensity score we can’t make these folks look statistically similar. They’re just too different.

Now there is still, even though the curves for A are quite distinct they still share a fair amount of support and it raises questions about what are you going to do now with this propensity score and I’ll get into that in a second. Maybe you want to use it to compare the people who are most similar or waiting factors, I’ll get into that. But again C is actually the propensity from the clinical trial, randomization itself. Sorry.

I sort of took away my thunder here. What would happen if you use propensity score from data from randomized trial and that’s the answer there? So you get this very shared support, you get high overlap. It’s not perfect because no randomization is perfect just by its very nature. You can’t randomize the same person into two different treatments easily. 

All right, so how do you use the propensity score? One is just to compare individuals based on similar propensity scores and you could say a matched analysis. So maybe I’m interested in saying “I’ve got this person who’s got a .7 propensity in one model”. I’m interested in finding somebody who’s got a similar propensity from the control group and compare those people in a matched analysis. Maybe you’re interested in doing sub group analysis on similar sub groups and so you could say “Well let’s look at people who have a propensity score about .5 or .7” and do stratified analysis. Now of course this is going to have smaller end for each strata; so you’re -- you can’t have an infinite number of strata here but maybe three, four or five or something along those lines. If your sample is big enough you could even think about [Inaudible 00:35:06], you could include it as a covariate or quintiles the propensity score in the regression model itself. Instead of doing something fancy you could say “Well we got this propensity score why don’t we just include it as a covariate model or quintile in the model”? You might also way well there’s a fourth option which is to weight the regression -- the idea here is to place more weight on people who are more similar. 

So if you go back to those curves you’ll be placing more weight on the people who are closer to the center there on those curves and you’d want to down weight the people on the extremes. And you know some people talk about using both three and four together and that’s called a doubly robust activator and I’ll get back to that in a little bit. So there are many ways to use the propensity score. I think the key first thing though is care in calculating the propensity score and then graphing the propensity score so you understand a little bit more about this, how these two groups compare and that’s actually for me, one of the chief benefits or propensity score. When you’re doing just multi varied analysis it’s very hard to reduce the M dimension of space to think about how similar are the different groups out there, propensity is one way of doing it.

So again just to walk through these options here to be very clear. If you do a matched analysis the idea is to select controls that resemble the treatment groups as best as possible in all observable dimensions except for the treatments. You can exclude case and controls that don’t match if you want to or have -- so this is the idea that some of those people that don’t share any support and you might exclude those from the sample. And you would do so at the risk of reducing your sample size and your power. And of course if you’ve got an incredibly small study that creates some problems.

There are different matching methods for selecting controls and there’s a lot of different programs built in this data that help you select different match methods. One of them is the nearest neighbor and this is going to choose statistically the neighbor that’s closest to the -- the control that’s closest to the case. There’s an idea called a caliper which is you choose your common support and then you make random draws within it. So you might say I’m interested within the support of the probability from .5 to .6 and I’ll randomly choose from within that. You work to find the caliper there. 
You can also just include as I mentioned the propensity scores of covariate. I will say though on some of the literature that’s out there there seems to be little advantage to using this method where you’re just including, you’re running your multivariate analysis and now you’ve just included your propensity score as another covariant in your multivariate analysis. 

The way if you break the propensity score down into quintiles you may gain a little bit of benefit in part because of the flexible, functional form that you get from the propensity score and breaking into quintiles. And then the other key here is if you’re very limited in your sample size running a very large multivariate analysis could be challenging because you’re choosing that degree of freedom and the propensity score may be preferable if you have a very small sample size and you’re sort of focused on a rare outcome and there’s a paper from Stata, that’s American Journal of Epidemiology from 2003. But hopefully you can sort of think about your different studies and your content and hopefully that helps.

Another idea that’s come up more recently is this idea of a doubly robust estimators. What a terrific title for an estimator. It’s like calling a psychotic drug second generation, it just sounds better than the first generation. Who would want to use just a singly robust estimator when you have a doubly robust estimator? And you know it’s -- the idea is that you fit a logistic regression model for treatment condition on the baseline variables, you’re going to take the predicted value from this regression and that gives you the propensity score. So I walked you through the different steps here. It’s very straightforward, you can walk through the analysis. You’re going to fit this regression model for outcome Y on the baseline variables for treatment group only, if you’re in treatment group A and obtain the predicted values. You’re going to give the same thing for predicted group C. You’re going to use those three pieces of information in a formula to produce the doubly robust estimator and you’re going to bootstrap the standard error. 

It’s essentially a propensity score weighted mean difference and you’ll get the data code that allows you to produce this. For a while I was seeing it as the preferred method in almost every article that I was reviewing and I wondered if it was because of this great title. 
It gained favor because the idea is that it provides some protection against mis-specification and either the regression model or the propensity score model. So if you’re poorly specifying these models and there’s bias or error in those models that this gives you some protection and you can see more citations about that. 

I tend to think of it -- and here’s just my personal take on it so please don’t take this as gospel. That people were using it as a short cut to not think about the propensity score and say “Hey I’ve used this nifty new, doubly robust estimator method and it’s -- I didn’t pay attention to my propensity score and of course my results are valid. So I don’t think it obviates the need to pay attention to your propensity score and what variables are going into propensity score. It may have some protection against mis-specification but it doesn’t have protection against stupidity. So if you’re a person out there using these methods you’ve got to be careful in going through and thinking about how these methods are being used and what variables are going into them. Despite the great name on this estimator please take it with some caution.

So limitations; let me tell you about the limitations with propensity score. I think that there are some real benefits to propensity scores but do the unobservables matter? And different fields have different takes on this and my field in economics observables really matter. So propensity scores really focus only on the observe characteristics because that’s how you’re creating this propensity score. Remember in the base case scenario we talked about it being progression with treatment versus control and we’re not focused at all on the unobserved. It’s improbable that we fully observe sorting. So it doesn’t solve this violation and assumption that we probably still have this inherent relationship of -- or correlation between our right hand side variable of interest which is the treatment and the error term.

So the multivariate and I would say still including propensity score is still biased. We need other methods whether they’re clinical trials. Instrumental variables fixed effects really tease out what’s going on here. In the end we’re probably not going to say anything about causality. What we really want to say something about with the observational data. 

Here’s a great question. Does using propensity scores make it worse?  And propensity scores and I’ll show the actual cover page for this journal in a second. Propensity score is based on observables. For a long time I think everybody assumed that this was better than nothing and then Brooks  and Ohsfeldt from Iowa were doing some simulation. Simulations for people who aren’t familiar with it are where you make up data. And you make random distribution but the benefit of the simulation is you exactly know the parameters of interest and what you’re trying to measure so then you could say “How far off in the simulations are the methods” and what they showed. And they had a great title for this; I just loved this title, “Squeezing the balloon”. Because we all know what happens when we squeeze a balloon. You have great control over the area that you’re squeezing but the air just goes elsewhere in the balloon. And so what they were suggesting from this paper is that when you squeeze the balloon and you make these two groups tightly controlled on observable characteristics you’re creating greater imbalance on the unobserved variables. 
Now of course we don’t see unobserved variables, they did because they had simulated data. So this is a paper that came out of health services research. I think it deserves mentioning here because I don’t want people to just run and say “You know propensity scores are going to solve all of our problems”. 

So let me just run through the summary and then I’m sure we’re going to have a lot of questions and hopefully we’ll have about 10 minutes left for questions. Propensity scores offer another way to adjust for compounding by observables. Hopefully you’ve gotten my sort of pressure on the observable issue at this point. What I really like about propensity scores is they help reduce the multidimensional nature of compounding. They allow us to understand and plot those diagrams that look at the propensity score to figure out how much shared support do these two groups have. There are many different ways to implement the propensity score if you believe that you’ve got a good propensity score and there is like I said a growing interest in doubly robust estimators but I want you to be just a little cautious when using that estimator. 

Again I’m not going to say that they don’t have merit. They allow one to check for balance between control and treatment groups. Without balance the average treatment effect can be very sensitive to the choice of estimators and then Guido is the professor at Harvard and has done a number of papers. You’ll see three of his papers in the readings. What I like about this in particular so Imbens and Wooldridge, for those of you who don’t know Jeff Wooldridge he has written what many people see as sort of the Bible for sort of time series or cross-sectional time series data analysis. He’s a professor at Michigan State, great guy. And they have put together these lectures from the National Bureau of Economic Research and you can walk through these and they’re publically available; so I love these and they walk through these issues.
So hopefully at this point you understand that propensity scores are often misunderstood. There’s a lot -- so with the areas that places are going now there was a question earlier on about what happens if you have more than two treatments? Well clearly you can run other models that estimate a probability that is bound between zero and one that gives you an estimate of sort of the probability of treatment even if it’s more than one. There’s a lot of work going on now about non linear model and how to think about propensity scores and the benefits they add in non-linear models and it’s not the case that one can say all of these things that have been done on linear models easily translate into non-linear models. And non-linear models are things like mortality, where you’re really interested in a binary outcome that’s non-linear. Or, it could be some other type of non-linear model, even cost data is non-linear so you might be interested in cost data. 

So we don’t place enough attention on the robustness checks and while propensity score can help create balance and observables, you’ve got to think about maybe it could make things worse. So what we often see, what I often see is -- encourage people to be very assiduous in walking through their different models. I often encourage fellows to start with unadjusted analyses and you know, plotting mean standard deviation, [Inaudible 00:47:28] very informative. I think we often run to these you know, you skip that and run to GE or some other type of very complicated model; I would say start very simple and build up and start to understand the behaviors that you’re seeing and the data. What matters here also are perhaps you see patterns that come out in multivariate that are supported perhaps with the propensity score analysis? And that may give you some cause for reassurance that you’re getting similar results, albeit maybe with slightly different coefficients or marginal effects. 
What might also create a problem is that when you see very different effects when you have multivariate versus propensity score and I have been talking to Matt Matchievsky (ph), a VA scientist at Durham once and he talked about that he had gotten very different results on one of his studies when he did propensity scores versus the multivariate. And what it turned out to be when he went back and plotted out his propensity he said they just shared no support and so there was just no way that you could have faith in multivariate whether it was propensity or multivariate that your results were meaningful. And so I found that one of the things that he liked about the propensity score is that you have that vision of the space in a single dimension and you can look at it -- an interesting way to think about balance. 

So here is the John Brooks and Bob Ohsfeldt paper. John I like and Bob is now at some place in Texas -- Texas A & M I think and so this is squeezing the balloon article; I would encourage you to take it. And again I just want you people to be very careful in creating these propensity scores. So further reading every year this grows. I think I added three or four new articles since the last time I gave this one. So the one on the bottom Melissa Gariddo is somebody who has been working with Jim Burgess on a number of studies and constructing and assessing propensity scores and trying to think about this very carefully -- thinking about it very carefully. So hopefully people can go through these. 
I gave at different points where these issues come up but clearly Guido has been doing a lot of work at Harvard on these issues, mostly from an econometrics perspective but not exclusively. His paper for example on biometric but then you see sort of the classic -- the Rosenbaum/Rubin for those of you who are interested in sort of the very classic paper. They’ve got this whole issue started with this issue of their paper on biometric. I think that’s my last slide; so we have about seven to eight minutes for questions.

Unidentified female:  Todd so we have a lot of questions; so I’ll just go ahead and jump in. First --

Todd Wagner:  I apologize if we can’t answer all of your questions here. But what we’ll try to do is if we can’t, if there’s enough information that we can get back to you with the answers we will try to do so as quickly as possible. 

Unidentified female:  Okay. I’m going to jump into this Todd. So what is the difference between including the propensity score as a covariate and including the variable used to calculate the propensity score as covariate?

Todd Wagner:  That was a great question and that goes back to one of my earlier slides. Let’s see if I can find that earlier slide as I talk. So there is very little benefit in doing that and I hopefully not going to go flying past it here. Anyway so there’s very little benefit in doing that. Let me focus on answering the question than finding the slide. So here’s the papers. In part because you have the same variables on the same part of the model, right? You’ve included as a covariate -- the covariates that you’ve included to create your propensity score, now you’ve just included your propensity score. So people say that there’s just very little -- it’s just redundancy. Now it doesn’t create unless you’re particularly concerned about a variable of interest there in the propensity score or that’s also on your right hand side and you might say “Well there’s co-linearity”. Most people don’t worry about the co-linearity issues per say because they’re just trying to account for these nuisance observables. But it looks like there’s very little benefit. It gives you a little flexibility in the functional form. The main benefit comes if you’ve got a very small sample. And so it allows you to reduce your dimensionality, use it a fewer degrees of freedom when you have a very small sample.
Unidentified female:  Just to clarify Todd, I guess effectively there is not much difference between just including the propensity score and then including the covariate so you can calculate the propensity score.

Todd Wagner:  Correct.

Unidentified female:  Okay. The second question does the propensity score reduce selection bias?

Todd Wagner:  Does propensity score reduce selection bias? No. So propensity score and I apologize if I -- my belief is no. And so what you’re trying to understand is this sorting effect on observables and depending on the field that you’re interested in and where you’re coming from what -- me personally I’m interested in is not only the observables, but I’m also really worried about the unobservables and so I don’t have faith that by controlling from these observable characteristics that I have any more control over the possibility of unobserved creating bias. So I don’t believe that.

Now some people might say “Hey but you get to see what’s effecting the sorting”, you’re right. I clearly have said you get to create this propensity score logistic regression model, you get to see what’s -- how people are sorting, maybe that confirms some of your hypothesis about how people are sorting. I don’t think it’s correcting for collection. Christine do you have anything to add to that?

Unidentified female:  No. I think that’s great. The next question Todd how does the use of propensity scores differ from the use of marginal structural models?

Todd Wagner:  So I am not a marginal structural models person, so I can’t answer that question for you.

Unidentified female:  Okay. I’ll jump to the next set of questions which have to do with calculating the propensity score. So first when calculating the propensity score should we exclude factors that are instrumental variables?
Todd Wagner:  No, so the earlier on we talked about the -- if you include these factors that are just associated with exposure you’re actually -- and think of them in instrumental variables, you’re actually going to expand and create problems especially what’s true, what we know from instrumental variables is they’re weak instruments. And so you’re going to actually add bias to your propensity score. 

Unidentified female:  Okay so we should exclude them? We should not include instrumental variable?

Todd Wagner:  And that’s why I think that people often thought that propensity score throw everything into it that you can possibly imagine in your data and I would encourage you not to do that. I would encourage you to think carefully about what you’re including and not include things that are just associated with exposure. And so these things that could be instrumental variables. 

Unidentified female:  Okay. The next question is what is your take on including variables that are not statistically significant but clinically significant in building propensity for the treatment?

Todd Wagner:  I love the question the way it was worded. What’s my take on it. So most of the time I’m working with relatively large data sets, so the inclusion of a nuisance parameter that is clinically relevant that perhaps not statistically significant at .05 is one degree of freedom. If I drop a variable that is of interest perhaps it is a confound what there’s a much bigger bias to omitting the variable that’s of importance than there is to including it even if it’s not significant. So I would say keep it in and if you’ve heard me talk at other cyber seminars about model building and avoiding the selection -- forward/backward selection model it’s because of that belief. Is if your data permit you to include the variable even that are not significant, do so. 

The other reason and just a slight aside for people doing meta analyses it’s really hard when one study includes X variables, another study includes A and B variables and try to make sense of why you get such different effects. So if people had much more standardized data and kept in those nuisance parameters even if they’re not significant sometimes it helps with the meta analyses.
Unidentified female:  Okay the next question Todd is in some situations patients are clustered within clinicians and the [Inaudible 00:56:49] depends on both patient and clinician characteristics. How would you calculate the propensity score if you have cluster data and the sorting depends on both the individual and group level variate?

Todd Wagner:  So the propensity score at the core is a patient level effect. What we’re interested in is not the correct standard error here. So when I went back and showed you and I can go back and find this -- so this slide here. I showed you what was significant and what was not but all those variables stayed in to create this propensity. That propensity; what’s not in that propensity per say directly is the sort of the standard error and you know what people talk about is the clusterering. If you were wanting to get a true estimate of key value here and a true standard error you might want to take into account that clustering. At this level I haven’t seen any paper that talked about your in error if you don’t include the clustering. So I don’t -- I always make statements like this and regret it but I don’t think that the clustering matters at this first stage propensity score. It sounds like a great paper for somebody to do though. 
Unidentified female:  Okay Todd so we are two minutes away from the top of the hour; should we try for a few more questions? 

Todd Wagner:  And I’ll try to be succinct in my answers; I know that’s tough for me so --

Unidentified female:  Our last question on calculating propensity score for now at least is it better to use time and variant characteristics only like race or gender or is it okay to include time variant measures in the calculation of the propensity score?

Todd Wagner: It’s okay to -- and what I’m looking here is the variables to include in the propensity score; so time variate is fine as long as what you’re really trying to get out of these sort of like patient characteristics and provider characteristics that effect sorting and outcome that are not just effecting sorting itself. So what -- if you have time variate that’s fine.
Unidentified female:  Okay and now for a few questions on matching. After matching what if not all the variables are valid?

Todd Wagner:  Yes after matching almost never or all the variables balanced and so part of the iterative process that most people don’t include in their papers when they submitted the journals is the iterative process of building the propensity score and trying to figure out what’s the best model, the best logistic regression model. So you might end up with a situation where you have variables that make the propensity score much worse and then you’ve got to figure out exactly why those variables are making the propensity worse. They may be making them worse because you’re including, for example you might just want to say “Well let’s just throw travel time in there”. Travel time is in many regards like an exogenous instrumental variable that effects the prices in your sort of the probability of exposure but not effecting the outcome per say. And so depending on the variables that you’re throwing in that propensity score you might be putting some in that make the model worse. And so it takes a fair amount of care to go through it, but there’s no website where you can submit your propensity score and someone reviews it and says, “You’ve done it right and you’re free to move onto the next step”. So it’s just a matter of taking some time and caution and care and building a propensity score. Trying to understand how much balance, how much overlap, how much does it change your results when you run multivariate versus propensity score? And in the end I think you still aren’t left with any ability to say anything about causation. Still no matter what come back and say something about an association. I said I’d be faster, but I wasn’t. I’m sorry.

Unidentified female:  Should we continue? 

Todd Wagner:  Yeah sure, let’s make this the last one and then I’ll try to do the rest off line. 

Unidentified female:  Okay this is the last one. So you talked about using propensity scores for creating balance groups. Are there other ways of matching that would be better or closer to a randomized control trial?
Todd Wagner:  Without doing a randomized control trial?

Unidentified female:  Yes.

Todd Wagner:  It’s a great last question. I’m going to say not that comes to mind that’s any faster or better, in the end if you want a randomized control trial -- I hate to say it, you’ll need to do a randomized control trial. But that’s why we have like a cooperative studies program and other places. There’s a lot of support out there for people doing randomized control trials. They definitely have a very important role; so I apologize that we can’t answer everybody’s questions. There’s an astounding number of people out there; so thank you all for joining for today. We’ll try to get back and answer all your questions directly.

Unidentified female:  Thank you very much to Christine and to Todd and of course to our attendees for joining us. I just want to mention that as you exit out of today’s cyber seminar please wait just a second while our feedback survey populates on your screen, take just a moment to fill those out. We do look closely at your responses and it helps us improve our existing sessions as well as other topics to support. So thank you once again everybody for joining us. Todd do you have any concluding comments you want to make?

Todd Wagner:  No, I just -- please do take the feedback. We really do take it seriously and we do appreciate people’s input. So thank you. 

Unidentified female:  Excellent. Thank you all. This does conclude today’s session; so everybody have a wonderful rest of the day.

Todd Wagner:  Thank you.
