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Risha Gidwani:
Good morning and good afternoon, everybody. I am Risha Gidwani. I am one of the Health Economists here at HERC. I want to welcome you to the latest installment of the HERC Econometrics Cyberseminar. 

Today I am very pleased to present Dr. Haley Hedlin, who will presenting a lecture on mixed effects models. Dr. Hedlin is a Senior Biostatistician in the Quantitative Sciences unit in the Stanford Department of Medicine. Prior to joining the Quantitative Sciences Unit at Stanford in 2013, she completed a post-doctoral position with the five college statistics program. She has an undergraduate degree in Mathematics from St. Olaf College and a PhD in Biostatistics from Johns Hopkins University. 

Dr. Hedlin is interested in developing and apply statistical methods to all areas of medicine and public health. She has specific expertise in working with neuroscientists to improve statistical methods applied to neuroscience data, and has contributed to public health research related to cancer screening, blood pressure control, disaster preparedness, and environmental health. Her statistical research interests center around methods for a longitudinal or clustered data and high time series analysis. Last but not least, Dr. Hedlin enjoys mentoring clinicians, researchers, and students who are interested in learning statistics. With that, I am very pleased to hand it over to Dr. Hedlin.

Haley Hedlin:
Thank you Risha. Thanks for the nice introduction and inviting me to speak today. Just to make sure everybody can hear me okay to see the screen, Risha and Heidi?

Risha Gidwani:
Unfortunately, our audience is not able to answer you back. But we can see the screen, yes, thank you.

Haley Hedlin:
Okay, good, thanks. I will be speaking to you today about mixed effects models. As we were putting this together, I was thinking about the, kind of the process that I go through when working with a collaborator and thinking about a research question where we might need a mixed effects model. I have tried to keep that process in mind when I have been putting these slides together. 

I have pointed out places where you can go to get more information about specific topics throughout – for things I cannot cover in a one hour lecture, but that I think are very important. Of course, if there are any questions you have, you can ask those. Also feel free, if there is something you would like to know more about, if we do not get to it in this hour. I have my e-mail. You can always send me questions by e-mail. 

But the first thing I always go through when I'm talking to somebody about using a model especially a mixed effects model or any model for longitudinal or cluster data, or anything where there is some kind of repeated measure. It is to make sure we are on the same page, and we are talking about the same things. I am going to start there with this talk today, and make sure everybody understands what I mean by mixed effects models. Because they go by a lot of different names. 

I have heard mixed effects model called just mixed models, or linear mixed models, LMM and GLMM. You hear them called random effects models. If it is repeated measures over time, you might hear them called longitudinal regression or repeated measures models. 

For a cluster view, a lot of people will call their models hierarchical or multi-level. These are the same names for models that fit into one mixed effects model framework. They are all in the same kind of…. You can break them out with a single equation. We will get to that equation eventually. There is also GEE and marginal models that – then transition models, which are very closely related to what I will be talking about today – and mixed effects models. 

Of course, a lot of the data exploration, we will do some work with those models. But the interpretation is different. Later on, I will talk about the interpretation of GEE and transition models. But for most of the talk I will focus just on mixed effects models to keep this from getting unruly. Another thing I see a lot is that people might use the data or the design to describe the model. 

I wanted to talk about those right from the start, too. The data that you might see are cluster or longitudinal, spacial designs. Pre and post design, which is really a special case of longitudinal data where you have one measurement before intervention and one measurement after, and then a panel studies. Then, of course, there is the software. I have been talking to collaborators. They will refer to a proc mixed model. These are all sorts of the different ways that people might refer to the type of models I will be talking about today. We will talk more about this software later on. 

I have a couple of examples I am going to use throughout to keep this grounded in a practical way and kind of always be referring back to data. I like to think about specifics in terms of the data that I will be using. To do that, I have a couple of examples of data. The first is cluster data where maybe this is a very general picture here. But if you imagine that the data I will be talking about is several different schools in the state. The schools were randomly selected. Then you could not measure all of the students within the school and still use the same the kind of model. 

But what has been done in this case is that students have been randomly selected. We will have measurements on randomly selected students and randomly selected schools. In this cluster design, you have all of these different math achievement scores that are measured on these students. You can see the black dots here are the students who have been measured, their math achievement scores. I have shown it here for just five of the schools that were measured. Then, of course, every school has – you may expect that students in a single school would be more similar and correlated more closely than students across schools. 

That is really why we need to think about mixed effects models for these kind of data. I will talk more about this data as we go on. But it is kind of sitting here into this just what are we talking about? What are some examples of data that we might use for mixed effects models? Then the clustered data is one very common way that you will see these mixed effects models used. Of course, the obvious extension for you at the VA is that you might have VA Centers. You can imagine some measurement on patients at a particular VA Center. You might have several VA Centers that have measures. You want to account for that correlation within each sector. 

Then a special case of cluster data is the longitudinal data where now you can think of all of these subjects as kind of their own cluster where we have repeating measures within our subject. This particular study, the subjects are sleep deprived for several days. On each day we are measuring the subjects' reaction times. You can see for the first subject, the reaction time is getting slower as they are getting more sleep deprived. You can see for this subject study, it is getting a whole lot slower over time. You can see the days around the X axis here. 

For the next subject here, they are maybe getting a little slower over time, but it is definitely not as much. Now, we have these repeated measures on a subject. We want to be appropriately modeling these repeated measures on this subject. The mixed effects models does that by allowing random effects in the model. Instead of just having a linear regression and a linear regression where we have an intercept for every person and then the slope on data reaction time over these days, we can allow them to have a random intercept in the model. Each subject could have his or her own intercept. 

Then similarly, you could allow a random slope. Every subject can have his or her own slope in their reaction time over days. That is where mixed effects models get their name. Mixed effects refers to the fact that these models have random effects and fixed effects. Fixed effects is what a _____ [00:08:48] linear regression would have. It would be if you were fitting the data here in an ordinary linear regression. Say you just had this one subject and you wanted to get _____ [00:08:59] – estimate the data describing the slope, you – that would be a fixed effect. It is just a constant. 

But then random effects, we are assuming that they have a distribution. We will be estimating the variance parameters that are associated with that distribution. That is what I mean by mixed effects models. Of course, I will go into a lot more detail on these ideas later on in the slides. But I wanted to get that idea out there early; and to keep in mind throughout that now we are allowing these effects in the models to have some distribution. We need to think about that distribution and how we want to think about the variance and this covariance across the different subjects. 

Before I finish up this whole, all of getting everybody on the same page in what are you talking about section, I wanted to take a second to talk about the difference between longitudinal data and time series. Because they are both repeated measures over time. If you just look at the data, they are pretty similar right. You have just measures over time. You might think that you might use the same models. But really, there are just two separate ways of thinking about longitudinal and time series data. 

The reason for that is because they are usually sampled in different ways and have different research goals. Usually with time series data, you have one or a handful of sources where you have many repeated measures over time. Often there are measures over quite a few time points and in a very even way where it is equally spaced time points. Longitudinal data is – it could be that they are equally spaced. But usually what happens is you have a few observations over time from many sources. 

You might have many people that you have two, or three, or maybe even ten blood pressure measurements from. Usually the difference is that you have many time points from a few sources, and univariate days, univariate time series data. Longitudinal data, usually you have many sources with just a few measurements. Sometimes you start getting models. For time series data where you have many different sources and it starts to be a little bit blurry about the distinguishing between the two. But another way to distinguish between longitudinal data and time series is that usually the goal is different. 

With longitudinal data analysis, in addition to have the repeated measures on this random sample of many units, often we are trying to think about making inference back to some population. It fits a lot more with like the usual way of statistical thinking. But with time series analysis, it is used sometimes by statisticians. But often it is used by other people in other fields too that might not be thinking about making inference back to a population in the same way. Those are two big differences between longitudinal data analysis and time series analysis. But what is common is that you have these repeated measures over time. Then it makes the correlation structure very important in both. 

What usually ends up happening is that the correlation structure often ends up being modeled with more assumptions than the time series analysis; and maybe with fewer assumptions than the longitudinal analysis. That is not always the case, but often it ends up being that there is a lot more strict assumptions made in time series analysis. But having said that, there are – the ARIMA and ARMA models are often used to fit time series data, and CAR and SAR models that are commonly used in spacial data applications. 

In penalized splines, all of those types of models can be parameterized as mixed linear models. Even though there is usually a distinct way of thinking about the two, you can still describe them under a single framework and a single model. I have given you here a couple of books that I really like that are for thinking about the models. What Hodges calls Richly Parameterized Linear Models. You can think about them all in the same framework; which can be nice, if you are trying to think about a new model and maybe having trouble fitting _____ [00:13:21] or something along those lines. It can be nice to have that flexibility. 

Okay, so hopefully we are all on the same page with an idea of what the different things I will be talking about today are. Now, I want to tell you why you might need mixed effects models. If you are here, you probably already have a reason why you think you need mixed effects models. But maybe this will be obvious, but I find it actually helpful to kind of point out these things early on. It will hope motivate some of the later things we will be talking about. The very first thing is that you want to avoid misrepresenting the detraction of your effect. Suppose we have longitudinal data, but we are ignoring the fact that it is longitudinal data. 

We are thinking about it as cross-sectional. We are thinking we have all of these different people that have different ages. Their activity level is measured. If we were to treat this as cross-sectional, what we would do is probably fit a linear regression. We would estimate that their activity level across this sample is increasing over the ages. However, if this is really longitudinal, and we are correctly treating it as longitudinal, what we might see is instead we have four people. We have taken four different measurements over time. What we see is that as they get older, their activity level is decreasing pretty sharply. That could be the case. Or, maybe we have these four people and maybe their activity level is really increasing over age. It is important if we want to correctly model the mean that we are treating the data as longitudinal. 

What is more is that we can use each subject as its own control. That brings us to the next idea that we can appropriately account for our – the correlation between observations and our data, if it is clustered or longitudinal, or any kind of sampling where it is not a simple random sampling. You cannot assume independence between all of your observations. We, as I said before, there are lots of different ways that you might get data to where you cannot assume independence. What happens, if you were to ignore the correlations between the observations, you would get an inefficient estimation. You would lose some power. I will talk a little bit more about that in the next slide. 

The reason that it _____ [00:15:54] inefficient estimation is because we would be incorrectly estimating the standard errors, and the _____ [00:15:58], then, of course, your _____ [00:16:00] values. Another reason is that you would have sub-optimal protection against the biases caused  on the same data. Then have a _____ [00:16:09] about missing data in mixed effects models, if we have time. Then you would lose the ability to model the correlation structure, which might be of interest. You might be interested in knowing the covariance over time or between subjects, or whatever the case might be. If you were to think of these as cross-sectional, of course, you would want to be able to do that. 

But the biggest thing is that typically when linear regression models assume independence across observations. We do not have that. If we have – if you think of just a simple pre-post study where you have measurements on subjects before and after some intervention; if we were to correctly estimate the variance, we would assume that we have the variance of the post measurement, the variance of the mean pre-measurements. Then, you would have of course subtract off two times the covariance from just the algebra of the variances for a difference of two observations within a subject. 

If you were to ignore this covariance between the pre and the post measurements; and if you were to think of the different measurements as being independently measured between people who – some people have just been observed after the intervention. Some people have been measured before the intervention. But no people are measured on both sides. You were thinking of your data incorrectly as not being this pre-post design, then you would be – you would ignore this on this last term here, those two covariances minus to covariance. You would then be overestimating the variance because you would not be correctly accounting for that non-independence between the observations. 

As a simple example, I will show you that you really – it is important to be correctly thinking about your covariance structure in the data. Okay. Now that hopefully you are even more convinced you need mixed effects models, let us talk some about how to fit the mixed effects models. Of course, before you fit any data, you want to be exploring your data. I have a few slides here that think about how to display the longitudinal cluster data. Because in some ways it should be different than just a typical cross-sectional data. There is every textbook, it pretty much has a section on displaying data. I really like Diggle, Heagerty, Liang, and Zeger. You can look there for more information, especially for longitudinal data. 

At the end of the slides I have our references to all of the textbooks that refer you to throughout. You can see the reference for their textbooks and of the slides. I will start first with speaking about getting your data in the proper format. If you have not worked with longitudinal data before, you need to have – and think about whether your data needs to be in a wide format or a long format. In a wide format, you have one subject per each row. You end up with this really wide kind of matrix of observations. This is data from the sleep study where we have the different measurements on each subject of the reaction time over the days. 

Then the long format is where there are several rows for each subject instead of just one row per subject. Each observation has its own row. We end up with this long matrix. I am just showing you the very top here. It is important to think about which format your data is in. Because to fit in most – to fit most models, you often need your data in long format. A lot of times your collaborator is not giving you your data in the wide format. Also, for some of the exploratory data analyses, you might need your data in long format. 

When you get your hands on the data, and you have it cleaned up, the first thing before you start doing exploratory analyses is to really make sure you can get your data into the long and wide format. Also another thing in the slides that Heidi put online, you can look at the end. I have some _____ [00:20:20] that will show you how I have done everything that is R output here in this talk. The figures, I gave the example of a fitting model. I show how to switch from long to a wide format in that _____ [00:20:33]. Okay, so in order to do this _____ [00:20:37] analysis, you might need to think about wide versus long format for your data. 

Then let us take a minute to think about our cluster data. This is the same figure I showed before. It is good to think about your clustered data in terms of individuals. But also thinking about the individual clusters, and thinking about cluster level observations. In your data you might have cluster level variables. You might, in this example you might have school level variables. Or, in the VA you might have VA Center variables, or a hospital level variables. But you do not – you might want to look at the mean within each of the different clusters. 

Here I spotted the mean achievement score for each school. You can see that there is a distribution across the schools. I have just shown five here. But you can imagine, here I have spotted all of the mean achievement scores for the schools. I am keeping this example to be checked about it does not have any covariates in the model. But if you had a covariant; if maybe you had a social economics score or something, you might want to look at the socioeconomic score, either for the individuals or for those schools, look at them by making a plot, a scatter plot or something. If you did not have school level SES, and you only have student level, you might want to take the median class of students in school and plot the plot – make a scatter plot looking at the means – the median SES by mean school achievement score. 

I have not spent too much time. Here are the only two slides I have about thinking about cluster data and fixed, and explaining them. But I wanted to make the point that it is important to think about the different levels of clustering you have in your hierarchy. Thinking about what kinds of relationships you will be modeling, and our interests, and think about if it is best to be plotting those on an individual level. Or maybe they might be at the cluster level. It is useful even if one is not of interest, you might want to see how it – and look at it in different ways in order to really understand your data and check. 

Also, just check it for any outliers or things that might be – just signal or a problem. We thought about the data for clustering for cluster data. Let us think about the model we might use. As I said, you could add covariates to this model. I am thinking about just a mean model. We have the score reserved for school j from student i. It is in this model, we are thinking of it as the mean school score plus some student level residual. Just like in a typical linear rational residuals are distributed normal with some sigma squared. 

Here I am allowing the sigma squares to get area of the school. But often what happens is more a student that the sigma squares are constant across the different clusters. Then we have this random effect. It is like a random intercept for each school. Our data j is the true average score for the school. We assume that all of the _____ [00:23:59] distribution with the _____ [00:24:00] centered at the true overall mean score and some variance _____ [00:24:05] squared. _____ [00:24:06] squared is describing the heterogeneity across the schools. Sigma squared is describing the variance between students within a school. It is the within school uncertainty. 

It helps me to think about this model in terms of this kind of a picture. I took this picture from a different paper given here. But you can think about it. We have these different schools. We have an overall mean across the state in their scores; and then a mean for each school. Then we have the different students mean and the scores. We have, these are like our data _____ [00:24:44]. This is like our data. Then we have the variance within a school, our sigma squared. Then the variance across the different schools are _____ [00:24:53] squared. Then this would be over epsilon here, the individual level or residual. 

Then there is the difference between the school mean and then the overall mean. Then, that is represented here. I think this is figure, I do not know why. But something that really helped me to think about these types of models for clustered or hierarchical data. In this – you can think about writing that same model out in a slightly different way. You could think about writing this model in a slightly different way where we write data j as the overall true mean plus some school residuals where now as residual is normal or zero _____ [00:25:39] squared. As I said before, sigma squared, there were in school variance. _____ [00:25:48] squared is between school variance. With those two, we can get intraclass correlation coefficient. 

That is something you hear about. A lot of different contexts; and it is telling you about what portion of the variance is attributed to all of the between school, or heterogeneity. It is often as you are doing study design, it is something that would be important to think about in your _____ [00:26:15] calculations. It is also just useful in knowing how much is their variability, if the student scores are attributable between school variance? Of course, you could – you would probably likely want to add more covariates to the model here. I will talk a little bit more about that in the context of longitudinal data. 

Okay, so before I get _____ [00:26:40] longitudinal data, I wanted to talk about plotting the data. This is the same figure I showed before. But now we have just a linear fit added here to each subject. You can start to see a little bit better here why you might want to think about random slopes. You can see that it would not probably make much sense to think about every subject as having the same slope. The way where that becomes even more clear is if we take all of these fits and plot them on the same axis. You can see here where you would make sense just to do some kind of distribution for the intercepts and again, some kind of a distribution for the different slopes. 

What you can start to see in this figure too that is useful at this early stage when you are thinking about your model is that it kind of looks like it might be true that subjects who have the highest random intercepts probably also have the highest slopes. If you start out with the largest reaction time, you are probably going to get worse if the – as time goes on. It is a little hard to tell from this. But it is something that you might want to be able looking at. The people at the lower intercepts tend to have the lowest increase in their reaction time. 

You can see here from this figure where you could make it. It is really obvious. There is one person that seems to be _____ [00:27:59] over time. Their sleep deprivation does not – it is not affecting them too much. You can start to think about your model here and check to see if there are any outliers. You might also want to look at the individual time points for each subject and see if there are any kind of patterns that seem surprising. Or, if there is a common trajectory. You might look at outliers. You can make what is called….

Risha Gidwani:
Do you recommend that everybody plot their data before deciding whether to use a random coefficient or a random intercept?

Haley Hedlin:
Could you say that again?

Risha Gidwani:
Do you recommend that everybody plot their data before deciding whether the random effect should be a random intercept or a random coefficient?

Haley Hedlin:
That is a good question. I usually recommend that people think about their study design when they are deciding whether or not to include a random slope or a random coefficient._____ [00:28:48] it, I usually choose to include either a random intercept or a random coefficient. It is based on if – well, if there is going to be a correlation of cross-observations, I would definitely have a random intercept to account for the correlation within a subject. It probably will depend mostly on the study questions. If I am very – in this example, I would probably be very interested in the slopes. 

You might also be interested in what the distribution of slopes is and how much it varies across subjects. If my research question is something along those lines, then I would definitely include a random slope. The first thing I think about is usually what is my research question? What kind of type of model do I need? If, I am kind of on the fence about whether I need a random slope or not based on my research question, then I probably would look at the data and see if it looks like this. Or, it looks like there is probably a pretty big difference across subjects and their random slopes. Or, if it looks like pretty much everybody has the same slope, then I might choose not to include a random slope. It is not – it is more the _____ [00:30:19] things I would consider in my decision making process. As far as having – in most cases, I have a random intercept in these kinds of longitudinal data. Then, it varies as to whether or not I have the random slope. Those are some of the things that I would consider. But that is a great question, thanks.

Risha Gidwani:
Thank you.

Haley Hedlin:
Okay. I run the spaghetti plot and then there was something to consider here. But we only have a few subjects. Often, you will have many subjects. You might need to randomly select some subjects so that you can just see the different trajectories. If you have too many people, it might just like one black bar. You will only be able to see the outliers. Another type of plot that some people do; I think I have heard it called _____ [00:31:10] plot. But the idea is that you are taking just the people that correspond in different quartiles. 

You might take the people who are at the top, sort of the top – the highest, the maximum values, and the minimum values. Then take people around the median, and the first, and third quartiles; and select out people corresponding to certain quartiles. You can see the different trajectories and whether they might be different across different quartiles. I am giving you a lot of observations. You might want to do something like that. 

Also, I have been talking only so far about continuous outcomes. But it is very likely you might need to fit a general, _____ [00:31:51], or mixed model. You will want to explore categorical data. If that is the case, there is an analogous plot called the lasagna plot. It is used for categorical data. You can see and maybe you have different categories here. You could make a spaghetti plot. But you probably would have so many people that it would just be lines and all of the different categorical values. 

What you can do is you have different colors for each category and transform each person's spaghetti, piece of spaghetti into people lasagna. You have these different layers of lasagna. You can see this person here is decreasing. This person is increasing in their outcome. It would be _____ [00:32:38] in all categories. In this case, you can imagine for nominal categories doing the same. But then what you can do is you can make these slices very thin and show many different subjects. You would have them just laying on top of each other. A _____ [00:32:52 to 00:32:53] what I came up with this when he was working with – it was – they were looking at sleep during the night and different stages of sleep. It was like one color was for REM. 

One color was for the different stages of non-REM. It is different sleep categories. What you can do is then you can sort across the different subjects, and start to see patterns in the sleep stages over the night. It can be really useful approach of visualizing your categorical data. That might be of interest to you, if you have categorical data. That is pretty much it for the visualizing longitudinal data. Now that you visualize your data and really have got a good understanding of your data, now to write out the model. 

I am writing out the model here for the example with the sleep reaction tine over days. Of course, if you have just the typical linear regression, this would be the…. The only thing that is different is the random intercept. Everything else would be the same. What is the _____ [00:34:05] model with only a random intercept is now we have this beta zero plus b zero 1 – or b zero i, this describing each subjects that intercept. Then you might also have, if you wanted, a random slope term. Now you have this random intercept. You have a _____ [00:34:25] for each subject is beta 1 plus b 1 _____ [00:34:29]. 

It looks pretty similar to a _____ [00:34:35] regression at this point. But now, we need to specify the covariates between our – the variant – covariate structure for random terms. Usually we will have a distribution around the random intercept _____ [00:34:51] zero – b zero i., that follows a linear distribution with variance _____ [00:34:59] zero squared. Then you have the variance for your random slopes. Then you have the covariates, which would be telling you about if you should have something interesting where the people who are the highest random intercepts tend to have the highest random slopes and things like that. If that is something you are interested in, you would be looking at this _____ [00:35:20] one zero here. 

Then of course, our residuals, the epsilons are still normally distributed zero sigma squared. This is the model that you would use for that data. You might write it more generally where you have your design matrix for the fixed effects, and the _____ [00:35:46] here for your fixed effects. Then the z, the design matrix for your random effects; and then the random effects, b. Then you would assume that these follow some normal distribution with covariance b. _____ [00:35:59] this model will _____ [00:36:01] have assuming independence across the epsilons. But you might – as I said, you can fit a lot of different models under one class of models. You might need a broader class of models in order to fit those wider set of models with this type of a – in this type of framework. 

I have not talked much so far about visualizing or exploring your covariate structures. In thinking about your b and the g matrices…. I should mention that the _____ [00:36:38] are the variance parameters to be estimated in your g and your r – in your g _____ [00:36:48] your r covariates matrices. But you might especially in longitudinal data where you have equally spaced correlation, you might want to impose some more assumptions on your covariates. In the data reaction times, you can see that the correlation is pretty high when you are looking at days that are only one day apart and maybe a little less, and farther out. 

You can make the scatterplot matrix. Or you can make this correlation matrix to look at the correlation over time; and see, maybe you will want an autoregressive structure on my covariates between the different points and time within a person. Covariates _____ [00:37:32] models will allow you to have more structure added on to your covariates. You have a little bit of trade off, if you decide to do this. There are different types of covariances that you might want to assume and different structures you might want to assume. 

You run that risk of – if you impose too much structure on your results, you might have model misspecification that could result in incorrectly estimating your mean. Or, if you had too little structure assumed, then you can lose some efficiency. This is usually unbiased versus precision trade off that you have. If you want to know more about covariance structures and modeling them, I really like the textbook of Fitzmaurice, Laird, and Ware. Okay, so I have a…. Go ahead.

Risha Gidwani:
I am sorry. Do you normally test a variety of assumptions about the covariate?

Haley Hedlin:
I usually do not do any testing of those assumptions. Usually what I will do is I will think about the – what I know about the data. How it has been gathered. Then I will choose. Usually I would choose that in advance and then look at my data to see if the assumptions that I have made based on my knowledge about the data; if that matches what I expected. I would usually use that visualization to check what I would assume to be true based on what I know about how the data has been _____ [00:39:07] gathered. 

I do not do much testing. I know a lot of people do. But I really prefer to not rely on that testing. But if there is something that you…. There might be cases that are different from where I worked on where it would be appropriate. There is lots of literature out there for that. But I am not familiar with it. Because it is not how I usually go about the modeling.

Risha Gidwani:
Okay. Thank you. It also strikes me as worth mentioning that different statistical programs may have different defaults for the correlation structure. If folks are looking to test different correlation structures, you can do that by just specifying that in a statistical program. I think whether you are using SAS data or R, the default that the statistical program uses for the correlation structure, it may differ. It is worth checking that, if you are running this type of code.

Haley Hedlin:
Yes. That is an excellent point. I have another slide later on about some of the differences between the different packages. That is a great point. Yes, it is really true. I think too, a lot of people do not think a lot about those defaults. You really need to look at what your package is assuming and whether it is appropriate for your model. Okay. Is there any other questions right now?

Risha Gidwani:
There is one question. It is that since we are trying to estimate the correlations rather than assume them, why would we need to test them such as is done in generalized estimating equations?

Haley Hedlin:
I am not sure that I know what testing is being referred to. I again, I do not – I do not usually do, test the different structures. I usually compare my empirical, like this, my empirical correlation matrix to the fitted correlated matrix. If I am GEE, or if I am doing some type of covariance higher model. But it might be just that I have a different approach than people who do a lot of testing. I am not familiar with that. 

Yeah, I am not sure what to say to that except I do not know that testing is necessary. I will talk a little bit more about GEE on a later slide. What is nice about GEE. Let me – to make sure I have enough time for those and for any other questions, I am going to just mention that when you are fitting these kinds of models, you need to think about the maximum likelihood of estimation versus REML. What happens with MLE and these mixed models is that you are using…. You are underestimating your variance. 

It is biased, if you use MLE. The amount of bias depends on how large your sample size is. If you have a very large sample size, the bias will be quite small. But if you have a small sample size, then MLE might not be a good choice for estimating – you are estimating your model and fitting the model. Instead, you might want to use REML estimates of the variance. Again, that is something you would want to look at. What is the default in different packages? What the options are. It is something to be aware of. I will not spend too much time to save time for other topics. 

Then here is the slide where I mentioned some differences between the different ways you can fit these models in the packages. I have _____ [00:42:53] a lot in R. lme is – it has the lme function. It allows more flexibility in specifying the covariate structures. If you have really a complex study design where you have lots of different people clusters within different groups. You just – if you have something that is kind of non-standard or a really complicated covariate structure; or, if you are trying to fit some kind of an originally parameterized model that you would likely want to use nlme. Because it allows you a lot of flexibility. lme4 does not have that same kind of flexibility. But it does allow you to fit _____ [00:43:31]. Then glmm uses _____ [00:43:35] to fit _____ [00:43:37]. 

You have two options. These are just the most common ones. Then in Stata, you have all of these different xt functions. If you can use those, you probably – those are the, usually the best. They are the easiest to use. I think they have the best performance, if your model fits into that structure. But often, you have a more complicated model. You might need to use gllamm, which is more flexible. That can also be slower. It takes a little longer to learn. Honestly, I have not used SAS for these. But I know that proc mixed and proc glimmix are probably the most common. 

Like Risha said, it is really important to be checking your assumptions that these different packages are – hopefully they are making it clear what the assumptions are. You can find it out easily in the documentation. But it is always good to check to make sure that it is appropriate for your research question. Then diagnostics, they are probably not too different from liner regression. My approach is usually to do a lot of comparing the fitted mean with the fitted data and the estimated covariance with empirical variance. 

You might also be doing longitudinal data and look in the variograms. Diggle, Heagerty, Liang, and Zeger talk a lot about those in their textbook. Then there are still a lot of actions – active research happening in diagnostics too, and to different tests you could do for these types of models. Okay, so the last section I wanted to give a little bit of time to. I know I am kind of cutting short. _____ [00:45:10] a lot time for questions. But I wanted to definitely talk about how you would interpret _____ [00:45:16] mixed effects model and how that might differ from GEE's. 

Mixed models are, assuming those observations are correlated because they are from the same subject and share the same underlying processes. You can think about the random intercept in a model as kind of capturing some of the variability across the different subjects or across the different clusters depending on what your cluster is. If it is a subject in longitudinal data, then that way the intercept is capturing some of that heterogeneity that is not being modeled by covariates you might have in the model. The interpretation of your estimates for mixed models are conditional on the underlying processes. Marginal models, their observations are assumed to be marginally correlated. Because the _____ [00:46:03] covariates are modeled separately. The inference about the mean trends – and what is really nice about GEE is the inference about the mean can be sometimes made even when the covariance is incorrectly specified. If you are interested in making a – if you are not really sure about the covariance, and you want to make a marginal – if you want to have a marginal interpretation, then GEE is a great model for you.

Then transition models are usually thought of as the third kind of type of choice you can make for this type of data. In transition models, observations are correlated because the past influences the present. Usually the models have some kind of markup property. In the linear case, your decision does not matter so much because the estimates all have a marginal interpretation, if you formulate the – if in _____ [00:46:58], if you formulate your model appropriately. But that is not true in the generalized case. You have different interpretations of your effects. It can make a pretty different – your _____ [00:47:13] can differ quite a bit and say a logistic regression if you choose mixed model versus the marginal model. 

I have this figure that shows in a population average model, you might get estimated a _____ [00:47:28] functional that looks like this whereas in the subject specific you might – every subject has their own function. You can see it is a lot steeper than what you would get in a population average context. It is important to think about early on what you want your interpretation to be and the different assumptions that you want to make with your models. Then there are a few more topics here. I just wanted to mention them. I could give you some references. I will not spend any more time on those. 

Then I have some different topics here. I will go through them real quickly for you to see what I have in here. Then you can let Risha _____ [00:48:06] the questions, which one you might want to know more and I can talk more about. Empirical Bayes and shrinkage is a topic that commonly comes up especially with health research rankings of hospitals. If you have the missing data that is a common issue, and if you use GEE versus mixed effects model, _____ [00:48:30] – if you have MAR, GEE would give you biased estimates whereas mixed effects model can give you unbiased estimates, if you have your covariate structure correctly specified. Then there are lots of different extensions of mixed effects models, metanalysis fits in there. I could talk about sample size calculations a little bit. Then here are the references I wanted to mention. I have my contact information. I will open it up to questions now. Sorry, I only left ten minutes for that. Hopefully we can cover something in those ten minutes.

Risha Gidwani:
Great, thanks Haley. I think we have got enough questions to fill up a ten minutes. The first question is about fixed effects versus random effects. You had presented an example previously about schools within a city. If you had data on every single school in this city, why not use a fixed effect versus a random effect?

Haley Hedlin:
Even if you have data on every single school in the city, you, if you use a fixed effects model, you likely are assuming that the – you are making a different assumption about the correlation. If you have students within the same school, there is probably going to be a correlation between those students even after you have include lots of data on those schools. By having those correlations, I would use a random effects model. Because it is going to be allowing me to model that correlation in a way that is likely more appropriate. I know that statisticians think about this probably different than people that are educated in econometrics. But for statisticians, it is all about thinking about the variance and how to have the assumptions of your model about the variance fit with the data that you are observing. That is why I would say. That is how I think about it.

Risha Gidwani:
Haley, are you saying that if you used a fixed effect, that you would not be able to account for the correlation structure? Or let us say, if you wanted to make it independent, exchangeable, or autoregressive. You could modify that correlation structure, if you imposed a random effect. But you could not, if you used a fixed effect?

Haley Hedlin:
Yeah. Usually, I, if I have fixed effects for all of the schools, I am assuming that there is independence across the different observations. By having a random effect in there, it is a way of accounting for that correlation. If you imagine it having some kind of fixed effect in the model and still having – allowing your correlation – your covariance to capture that correlation within the, across students within a school. But often, it seems like there is kind of this decision between fitting a fixed effects model only, and a model that involves fixed and random effects. The reason that I would choose a random effects model is to allow it to reflect the assumptions I am making about my data; which is that there is a correlation within the students in the school.

Risha Gidwani:
If you had a model where you had school ID as a fixed effect, and you were looking at students within that school, would not the fixed effect for school ID accommodate the correlation amongst students within a particular school?

Haley Hedlin:
Yes. You are saying you would have the same _____ [00:52:32], but you would have a fixed effect for each school. You could do that, yeah. But then, you are using up a lot of parameters. If you have…. You might not have enough observations for that. Usually it was – even if  you do have enough observations that I tend to go for the random effects model. Because it is a little bit simpler to me, I guess. But I think it is if you have a lot of data, you might be able to do something like that. But often, that would be a lot of data.

Risha Gidwani:
Yes. It also strikes me that as you mentioned that econometrics and statistics sort of approach this idea of fixed versus random effects in different ways. Like you said, there is a lot of thought about the variance and from a statistical perspective. I know from an econometrics perspective, economists will think about whether the effect is correlated or uncorrelated with the covariates. In a fixed effects model, econometrics would say that the unobservable effects, your epsilons are allowed to be correlated with other covariates. Whereas econometrics would also say in a random effects model that the unobservable effects must be assumed to be uncorrelated with other covariates. I think this is where statistics and econometrics think about fixed versus random effects in slightly different ways.

Haley Hedlin:
I think that is a really astute observation. Yeah, I think that is true. I think too, yeah, there is a lot of thinking about…  I think actually I had mentioned once are the things on one of my slides here. A level-2 endogeneity I have here where you are thinking about the correlation with this – like in the SES and school level, like achievement scores. You might be concerned. I think statisticians would be concerned that some of the beneficial effects of like unobserved school characteristics are falsely attributed to say the SES when you have these unobserved school characteristics that are being captured by the random intercept. You are kind of concerned about the model being as appropriately able to partition the variance into the different pieces. You might think of partitioning the variances here. Random effects versus the fixed effects, and I think that is something. That is how statisticians would think about that. I think you are right that when it starts to get into these kind of questions, the two fields probably think about the questions in three different ways. I do not think it is…. I think it is something that statisticians could include a lot more in their courses. That some of these ideas from econometrics, especially about these types of issues.

Risha Gidwani:
Yes, great, thank you. Since you are on this slide, I will ask the question that relates to the time-varying covariates. We have an audience member who is interested in understanding how you can include time-varying covariates in mixed effects models?

Haley Hedlin:
Yeah. Well, it is really easy. Let me go back actually to this slide. Time, we have a time-varying covariate here where we have – I have days that is for a particular subject at a particular day. I am sorry – get my hand off my mouth, so I do not let…. 

Days here is a time-varying covariate. It is almost like I do not know that it really requires too much extra care. It is really pretty easy to have a time-varying variable in your model. You might also have fixed not time-varying terms. Like for this example, you might want age, and maybe expect the reaction time to be different by age. But it is pretty easy to have time-varying and covariate exam model. It is important though that you think about how you include those time-varying covariates. 

Here, I am including like days, which is kind of like the time. Here you have the different days. We are assuming that by writing the model _____ [00:57:08] that your reaction time at day zero is…. It is _____ [00:57:15], the effect of like having zero or two days of sleep deprivation is only – it is exactly at two days is what matters. I guess what I am getting at is they might be interested in having lag effects where you are interested in maybe having how much sleep _____ [00:57:40] you had the day before. Or, that would be a little bit different model than what we had here. Or you might look at cumulative, and how many days of sleep deprivation? 

Or, I guess here it is maybe because every day you are sleep deprived, it does not make sense. But you could imagine if you had some people who are sleep deprived only on a few of the days. Or, it is not being in an experiment where you are just having report how they were sleep deprived. You might have some kind of lay term where you think about how the person…. Or, whether they were sleep deprived a day ago. Or, whether, or how much sleep deprivation they have had in the previous week. It is easy to include those time varying covariates in the model. It is trickier when you start thinking about how you are interpreting those. It requires a little bit of thought in thinking about what it is you really want to be modeling. 

Risha Gidwani:
Great, thanks Haley. A couple of more questions. Is there a recommended covariate structure for a repeated measure or situation in which the repeated variable is not longitudinal, but a series of different treatment types?

Haley Hedlin:
Yes. Let me go back to this slide where you have the different types of covariates that people usually think about. Yeah. I was talking a lot about it in the longitudinal case. But often, if you have kind of, just some kind of clustering or if you have maybe – in that case, you have different treatment groups, you might probably exchangeable or it is has got different names;  _____ [00:59:24 to 00:59:25]. But you, often if it is not longitudinal, what you are assuming is that within a cluster the observations are all correlated to the same level. Like it would not matter. There is no reason that one person in a cluster would be more closely correlated with another person in a cluster. If you have that kind of a – if you have that kind of a design, it is probably most appropriate to do an exchangeable covariance. I guess from the question, it sounds like that might be what this person has. But it is possible that you might have…. Maybe some people are in the same treatment group or something. You might have different levels within the clusters. You might want to have something that is a little bit more complex than what I have listed here. I think I mentioned, too, yeah, this Fitzmaurice, Laird, and Ware, I think have really nice discussion of covariance pattern models. I think if you want to know more, they might have references in the text to give you more information, too about different options.

Risha Gidwani:
It strikes me that this is actually a very important part of doing mixed effects modeling correctly. It is making sure that you are imposing the right correlation structure. Could you give us a little bit more information about where we might find the Fitzmaurice, Laird, and Ware journal article or a textbook?

Haley Hedlin:
It is a textbook. I have on this last slide, the reference. It is applied longitudinal data analysis – or Applied Longitudinal Analysis from 2012. Fitzmaurice actually has several of the different textbooks that are releasable. Then I mentioned Diggle, Heagerty, Liang, and Zeger before. Then if you are doing stuff in Stata, Rabe-Hesketh, _____ [00:61:10], and Skrondal is great. These are the textbooks that I refer to most. There are lots out there.

Risha Gidwani:
Wonderful, thank you so much. I think that leads us to pass the top of the hour. Dr. Hedlin, we really appreciate this lecture. This was chock full of very useful information. We are thankful that you were willing to present to us today.

Haley Hedlin:
Thank you for listening to me for an hour.

Risha Gidwani:
This was wonderful, thank you. Heidi, I guess we will pass it back to you now.

Heidi:
Yes, for the audience, if you all could hold on just another minute when I close the meeting out. You will be prompted with the feedback form. We do have another session in this course next Wednesday. I lost the name of it here for a second. Risha, do you remember which one is next week? That is Specifying the Regression Model, and Ciaran Phibbs will be presenting for that session. 

I will be sending registration information out to everyone later this afternoon or early tomorrow morning. I know that most of you are registered. But for those of you who have not, we will have that out for you shortly. I want to thank everyone for joining us for today's HSR&D Cyberseminar. We hope to see you at a future session. Thank you.

[END OF TAPE] 
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