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Unidentified Female:
I want to do a quick introduction of Dr. Miho Tanaka she is a Scientific  Program Manager for HSR&D and she will be kicking off our session here. Dr. Tanaka.
Dr. Tanaka:
Yes thank you so much Hadie [PH]. Welcome all to this new exciting cyber seminar mini-series Innovation in Health Care Informatics. I’m Miho Tanaka, I’m a Scientific Program Manager in Health Care Informatics HSR&D Central Office. I’m so pleased to launch this new cyber seminar new mini-series today and I really appreciate the hard work from CIDER [PH] Group and also my colleagues _____[00:00:40]as well. We have a lineup of five monthly representations filled with exciting informatics topics. Today is the first day of this mini cyber seminar mini-series and we have a session from April to September. So I do hope that we will come back the next session and then CIDER [PH] will send out probable upcoming events notification after today’s cyber mini-series as well. The purpose of this Innovation in Health Care Informatics cyber seminar series is I wanted to provide some opportunity for the VA researcher and the practitioner to learn to about new concepts and approaches in Health Care Informatics research. We have been doing very fantastic informatics research but we always will want to look at new concepts and new ideas particularly informatics _____[00:01:40]evolves and changes drastically. So I wanted to provide an opportunity for VA research to learn new methods, new approaches in informatics. Also I’m hoping that this opportunity, cyber seminar opportunity will help the VA researcher and the practitioner in the important area for their future research of as well. With this I would like to introduce today’s presenter Dr. Lucila Ohno-Machado and she is a Professor of Medicine at the University of California, San Diego where she’s a funding Chief of The Department of Biomedical Informatics. She is also the Dean for Informatics and Technology. She is currently the Chief and Editor for the journal JAMIA as well. Today Dr. Lucila Ohno-Machado will present a new opportunity and challenges and _____[00:02:39]genomic data and outline emerging research agenda in this area. Thank you so much Dr. Ohno-Machado. With this I would like to give you the button. Thank you.
Dr. Ohno-Machado:
Thank you and thanks for the opportunity to be the first speaker of this very interesting are. I’m going to present Genome Informatics Technology Solutions to Compute with Sensitive Data. Some of the work that we have been doing over the past few years here at UCSD and with our collaborators. I first wanted to start with what really matters for all of those doing biomedical informatics, which is the patient interaction at the top of everything and how we need to have different modules that allow that interaction to be better. From data warehouses that collect the data to the de-identification to integration of data, s structuring with several techniques, data analysis, predicative modeling, communication strategies and finally decision support in tools that can be applicable to the _____[00:03:50]. 
So medicine in the year of big data is moving _____[00:03:54 due to audio] data in approach is more ever. There are many more than 60 genic variants now adopted in clinical practice. Sequencing is getting cheaper and family history data is still considered one of the best genetic tests available. So what are we doing that we can instrument our colleagues to practice medicine in a genomic driven manner when applicable. I want to bring your attention to a Consent of Care Form, which is pretty typical and highlighted in red are items that you might not notice in the fine print when you go and get treated or go for a Well-Care visit, which means that the institution can use _____[00:04:43 due to audio] patient safety and education any information, tissue, fluid, cells and other specimens  and can share that with researcher according to regulations. There are federal, state regulations, as well as, institutional. What does that mean? That means that if you have what is called HIPAA de-identified data, which means with removal of 18 identifiers, such as dates, biometrics, names, social security numbers and so on, it is possible to share that data. That’s one of the ways to de-identify data if we go by HIPAA. The other one’s expert certification of low risk of re-identification, which is hardly used. In addition to that what is called limited data sets have dates in it. So I would like to _____[00:05:40 due to audio]. There are security and privacy risks with that and those have been looked at and to the Presidential Commission for the Study of Bioethical Issues. Right, just wanted to make everyone aware of this issue of HIPAA security. So biometrics and protected health information are very important and I wanted to discuss this with you today. So one of the things is biometrics of protected health information. 

[00:06:16 - 00:06:41 pause]

Unidentified Female:
Dr. Ohno I believe that we lost your audio.

Dr. Ohno-Machado:
…about the handling of genomes. So what’s the problem? So people often say, especially my colleagues doing genome research, what’s the problem if we share genomes but we don’t tell who the person is, the name or the date of birth and other identifiers? So imagine you have a public registry of people with a certain disease, for example, Alzheimer disease. The problem is someone can identify someone in that data set and therefore, the person has Alzheimer disease, so can you find that your neighbor has it? So the scenario in which you could find some DNA or gather some DNA and then match that DNA against what’s in the registry or what’s in the public database. So the same problem happens with clinical data, which can be re-identified to a target patient. So dates of visits, if you know your neighbor went on a particular date and those dates are public and they are available then you could potentially re-identify your neighbor and combination of patient characteristics as well so especially when it’s certain profiles that are not easily found in the population. So I would like to present this news piece that I saw a couple of years, which is pertinent because it was announced that new DNA tests of a secret sample collected from a relative of a suspect triggered the exhumation of the body because there was a familial match. Why is that important? Well it is important for people who say, well no one has taken DNA from others in trying to match against anything. So authorities made the match through DNA taking from a water bottle thrown away from the suspects nephew and a lawyer _____[00:08:51 due to audio]the family was outraged, disgusted and offended so it is not against the law to take DNA from somebody and do a sequencing of that with a race, with genomic sequences and so on. That makes the problem of re-identifying someone if genomes are set in public, a very potential one that could happen. So no one is actually responsibly sharing genomes on a public website for example.
So the bigger data and the bigger challenges coming our way because at the same time we do want to compute with those genomes and they’re high dimensional data, for example whole genome sequences but there are privacy rules with protected health information including genomic data that need to be protected under HIPAA. There are institutional processes to protect for that such as internal institutional review boards but we also investigate in patient preferences and a tiered consent system that could be applied for people who do want to share their genomes and their patient data. Federated clinical and genome data research networks are being formed, actually they have been formed a while ago they’re just proliferated a little bit more now and there are techniques of secure multi-party computation and homomorphic encryption that can be applied to them. So five [PH] years ago we started the iDASH project to share access to data and computation in a responsive manner, trained the next generation of data  scientists and provide innovation software platform and infrastructure. We wanted to protect privacy, developing algorithms, tools, infrastructure and polices. So we developed this conceptual model for sharing data and you will recognize on the right hand side that the Model 1is the Traditional one is that you use to download the data from wherever it is and operate in your own environment. While this is still going on it’s not the only the model that needs to be considered. The second model is to use your laptop as a remote device so as in the old days of terminals and you compute on a central location. This is safer for the data but it’s more restrictive to the user. The third model, which I’ll talk more about today is virtualization and distributed computing. It is a very real scenario, for example with the VA having an enclave and you can compute in that enclave but if you want to collaborate with the _____[00:11:53]research networks then there have to be tools that you can use there, I can use at UCSD, others can use at other sites and then we combine our computations in order to provide the answers. So no one moves data around but we do agree on which computations we will do, how we are going to do it and that creates an environment that is distributed but we can do a whole lot of computation and analytics. 
So the clinical data network of the UC, University of California system began four years ago and at these five medical centers and affiliated institutions is about twelve to thirteen million patients, so about one-third of the California population and the goal was to improve patient safety surveillance, quality improvement and translational research. So what did we do all this time because we started, actually the application two years ago, a lot of time was spent with the data harmonization function, the data matching function and some mapping algorithm respective of clinical data warehouses to a common data form so that we could request data on cohort and count the results across the systems. So currently we do count queries  but the future steps are to actually retrieve some of the individual patient data if it’s so desired and also do cross-institutional analytics. So for example of analytics, quality improvement or health services research, we can try to find out and count how many patients over 65 are on Warfarin or dabigatran. So this we could do it today but what are the major and minor bleeding rates for patients on this drug? Well the major ones if we go by ICD codes we could find them but the minor bleeding rates are currently not possible because they’re embedded in clinical notes. If we wanted also to ask is CYP2C9 mutation an important factor conferring more resistance to each one of these drugs or not, currently it’s a very hard thing to do. So we mention that you want to do multi-variant query with all of that so we want adjust for _____[00:14:23 due to audio age, you want to adjust for other demographics. How would you do that in a distributive scenario in which you cannot centralize data in a particular location? So we started by looking into the policies that each site has. So as I mentioned before the VA has a very clear policy of not sending data out and especially not the clinical data warehouse and so do the UC, the University of California systems, so we started the polices and we came up with—also when institutions are in different states there are different laws and regulations involved. Another thing that we are actually very excited about is we were able to decompose and look at various models so that we could send the computation to the data side, they could send intermediary results to us. For example _____[00:15:27]matrix or coefficient calculated coalitions and even for models such as logistic regression you could do that with the institutions have in their data in very different locations performing the exact same computational in their data and returning the intermediary results so that we could calculate a final global model after a series of iterations usually 6-10 or so. So this was exciting because you could de-compose a multi-variant model by sending the computation to the site, aggregating the results and so to speak recomposing what the global model is. How does that work? I don’t want to go through the details but the problem is to decompose what you’re looking for. So to calculate co-efficient for logical aggression model you have to calculate the first derivative and the Hessian matrix. So you start with the expression that you want to use and then you see if you can decompose that expression by site and if you can then you can just send that calculation to the site and then send it all back, as you can see in this pink rectangles here. The same thing for the second derivative and if you have those two items you can basically reconstruct the logistical aggression and other models as well but the conclusion is no patient data needs to be sent out from the sites, only this aggregates results. 
So this we’ve done and we call this horizontal partitions meaning each one of the databases has the exact same variables for the patients that they have and then we compute separately on both of them and then we combine the results. There is also another interesting scenario, which is called the vertical partitions and it’s a very practical one in which one site has some information, for example the electronic health record has clinical information and the insurance company has other type of information. In those data sets the same principle, what we want to do, we want to compute what the data on the two sides but we don’t want to send the data to a centralized location. So how do we do that? A couple of years ago we showed that for support factor machines, this was a very doable way of computing four vertical partitions and what we are currently doing we’re going for a logistical question, which happened to be a harder model to decompose that way. Furthermore we are leading the pSCANNER or the Patient Center to Scalable National Network for Effectiveness Research, this is a format funded by PCORI Clinical Data Research Network involving the five University of California systems, the national VINCI resource from the VA and three safety net clinics in the Las Angeles area led by the University of Southern California. We are concentrating on a few cohorts but essentially all these institutions transformed all their clinical data warehouse structure data into the OMOP common data model, that’s the Observational Medical Outcomes Partnership meaning now we can count things across the systems and we can also do some of those multi-variant analysis without having to centralize any data. What we centralize is the request for computations and then issue to those sites. So this is very exciting because it has practically twenty one million patient records available for this kind of computation. International collaborations, as well, to do multi-party computations because some countries, for example in the U.K. and many countries in Europe you cannot move patient data out of the countries boundaries or the European Union. So how do you calculate with their data without moving it around is very much the same principle that we’ll be using and also collaborators in Singapore and other areas. So those models for data sharing were the Model 3, the distributed computing but we also developed facilities to do the centralized or the our cloud based computing so that people could use our facilities to do their computation and I believe, actually I know that the VA has a very similar infrastructure so that all researchers can go in and compute on this data center. So for this what we did we created our cloud, it’s a private cloud, On-Demand Virtualized Elastic Resilient Compute And Storage Technology in which we have compute notes, memory, disc storage and network provisioned on demand and because we also know certain data sets we want to keep more permanently we have a safe HIPAA compliant annotated data deposit box environment that is protected health information, HIPAA protected information that we keep such as our clinical data warehouse that has identifiers. Also we keep some public data, tools and recipes because it will be very inefficient to keep on holding them all the time. So we keep this infrastructure and we upload to the cloud when we need and use those for computations and then release the facilities or the notes when we don’t need them anymore. So the user can issue a compute request, direct upload and download of the criteria data of tools, recipes and then upload and download data as appropriate from our shared environment. So just I want to explain that are several tiers of hardware involved for a slower _____[00:22:19 due to audio] faster discs and so on. There are several layers of firewalls as well. There is an RSA two factor authorization appliance that can be used and it’s all redundant so we can default _____[00:22:37 due to audio]and also we have external backup. _____[00:22:41 due to audio]it’s more than 800 cores with 7TB of RAM and 600TB of disc and this is being enhanced right now. So what we aim for is repeatable results. So as you look on the left hand side, many people are doing workflows such as whole genome sequencing analysis and you go from short reads to alignment to variants and so on and so forth. So let’s someone does search a pipeline and publishes a paper in a prestigious journal, that paper, many other people read and want to do exactly the same thing. So by creating a blueprint instead of having every user having to reinstall every single operating system version with every single software in it you can simply store the blueprint in the cloud and when a new user comes and says well I have my own data that I want to use with that same blueprint, it’s much simpler to take a recipe from the bookshelf combined with the users own data and then compute on the cloud. So that’s our iDASH On Demand resources that can be used by others, again, with the protection of two factorial annotation and some private environments that are created. 
In order to do this we also studied a lot of homomorphic encryption, that is what if the users didn’t want their data to be unencrypted in our cloud because of lack of trust for example. So there are ways to compute with encrypted data and that’s what homomorphic encryption, which is an area that has grown in the past five years, has been growing. It’s still not very efficient because it consumes a lot of discs and consumes a lot of compute nodes in order to compute on the encrypted data but it’s one solution that is possible and it’s completely HIPAA compliant because you actually never decrypt the data in the cloud environment. The virtualization and distributed computing we have been also working with the secure _____[00:25:11]computation as I said before. 
So this here we had a privacy protection challenge on secure analysis in the distributed setting. So the first task was homomorphic encryption of genomic data analysis and the second one was a secure multi-party computation challenge and we found very interesting things that homomorphic encryption of certain types is not completely impractical to do but the algorithms are getting better and the secure multi-party computation is much better known and straight forward way of computing with genomes. There is also another one and that’s Model 1, the Traditional one that is pretty much still very much used provided that you have data user _____[00:26:04] with something user, sign or the user institutions finds data _____[00:26:15]and the data sharing center provides that data back to the user. So we believe that is important  as well, but protecting privacy is difficult because other than the agreement you have nothing else. The data went to some other environment, which you don’t have any control of and you completely trust the user to do the right thing in the storage of data afterwards and so on. So we were for a long time thinking about how we do this model. We have worked with differential privacy and the differential privacy works as follows. It’s a de-identification so to speak method that you would be able to release data with a low risk of re-identification. So as I mentioned before the safe harbor data set requires removal of 18 safe harbor identifiers. Limited data set is the same. It is dates preserved and there’s also statistical methods to make the risk reasonably low. So one example of aggregate release, for example you don’t want to release the data table in the left hand side but you see no harm in releasing the histogram that is in the middle, the center of the screen. You say well by doing this there is no harm to the patient. No one knows, you know, who Frank is or Bob or Mary and so and we provide the service to the community by saying what’s the age distribution of our HIV patients. Well it so happens that that has risks too. So we can’t do it this way, and want differential privacy studies is, can we re-identify something, someone because of changes in this aggregate data? So if we know that the before there were just two patients between ages 45, 40 and 45 and now my neighbor went to the clinic and now there are three and I know her age and so maybe I can infer that this patient is in this database. So that is undesirable and what we do in differential privacy is to introduce noise into a particular statistic aggregate or even in the data themselves so that the risk of re-identification of one particular patient is low. So again, the concept is very eloquent, it was developed by Cynthia Dwork from Microsoft and several others and it says that the risk of knowing that you are or you not in the database could be measured so the probability of some result if you are in the database and if you are not in the database, if that probability is not very different than there’s no way to tell that a particular patient was introduced in that database. So what is done is introduce a very controlled amount of noise into the data or into the statistics that you are going to release. So for example even counts have some risk of re-identification and by doing differential privacy you would prevent or would at least control that risk and you would issue the amount of privacy that that particular release will confer. So of course it’s more complicated than what I presented here but we also did last year a privacy protection challenge based on differential privacy. So we studied whether we could share the _____[00:30:19 due to audio]data with differential privacy and what the effect that would have in the analysis. Then another task, which was more successful is whether we could release the top K most significant SNPs using the differential privacy framework so that the risk of re-identifying anyone would be very low because as you know, the release of _____[00:30:49]has been taken out of services because of a potential risk of re-identification. So there are several ways to do that. A colleague of ours from Emory works on the release of histograms and longitudinal so on and so very interesting. The problem being that sometimes the amount of noise is so high that you can’t compute with the results so it’s something we have been studying a lot, again, for that model of the download or issuing results from the data sets.
We have thought about other models as well and one of the models very simple, we should have thought about this way before, it’s for the patients who want to share all of that. We should find a way to facilitate that and not need to have to include noise in their own data or to protect in the way that we protect others because that’s a personal choice. So what we have been studying is whether we can shift control, which currently is on health care institutions about who can see my own data and shift that to the patient so the patient would have an interface that can say do I wish to disclose this data, in general, so that is a selection that you make of who I want to share this data with. So for example if is from UCSD researchers then you don’t need to ask me just go ahead and share it. If it is with another institutions maybe I want to know first and so on and also to have the facility to look at the data so I can check that you looked at my data and so but it also helps build trust that the data is not being used by some certain entities that I would not be comfortable with. So what we have to do and it’s some pre-study that we’ve done is to understand what people want to share and what they might have hesitation to share so we would have those options available. So we did an initial preliminary study with healthy people and volunteers wanted to know what they wanted to share and many had concerns in sharing some category of sensitive information and which we expected. The most common decline was for genic followed by sexual and reproductive health but this were healthy volunteers and wanted to know how it would do it we asked others. So we developed an interface that has been upgraded from this but the whole idea is here is that you know what data items you want to share and then you select which organizations you’d like to share that with and that is today, if tomorrow you decide you don’t want to share medications with non-profit organizations anymore, you can unclick that and from that point onwards all research requests will be honored in that manner. Of course we can’t control what happened in the past but from the moment you make your own selections than we as a research data provisioning service would honor that. So we have developed the interface, we recruited patients and we are currently still recruiting so won’t tell you what the results are because they have not been completed yet but it has been very interesting what items patients want or do not want to share. The name of this project is called Informed Consent for Clinical Data Use for Research. We are also looking into specimens and it’s on top of our clinical data warehouse service. So whenever a user asks for services we do have either an automated service, which for now is only accounts, but in the future as I explained before, will have multi-variant analysis and so on or what we call it iCONCUR is that actually a human doing the extractions from the clinical data warehouse and provisioning that data to the user. Again, because we have this registry of what people want to share or not for this study, which so far we have consented 400 patients for this study we can provide to the user or to the researcher only the data that the patients agreed to and on their side operate consent management system and can look at who obtained their data or part of that data and so on. Besides that we have other privacy and technology projects going on especially for populations that have been traditionally perceived as a last represented in research so we have privacy preserving analytics for Kawasaki disease in African-Americans and it’s a collaboration of several institutions and our colleague Jane Farnswroth [PH] who is a specialist in this particular rare disease. Partnership for epidemiological research on Latinos, this is based on the San Diego cohort of the study of Latinos led by San Diego State University, Grant Talavera and also a collaboration Maricopa Health System in Arizona, Ian Komenaka who is studying the consent for data and biosample sharing in underserved populations. So this is safety net medical center in Phoenix and these are primarily breast cancer patients who are sharing data in a vial samples for this particular study. So at the center of it is always our concern about how to responsibly share data and biospecimens while preserving the original intent of the these patients, not being overly restrictive but not also neglectful of what the patients want for their specimens and data. 
So looking into the near future health care data and biospecimens collections will increase. We know there are several terabytes of data being generated every day and samples collected and so we believe patients can decide what they want to share, when they want to share, with whom they want to share, all of these modalities, genomes, images, body sensor data, environmental sensor data is not necessarily under their control but we do have city readings for air pollution, air quality and so on, electronic health records, personal health records, patient generated data are very important, pharmacy data and social media. So you can integrate all of that in a manner that preserves the privacy or preserves the intent of the patients. That is probably the best way to go moving forward. So here at UCSD our journey has been starting from having practicably only the electronic health care system into the creation of a HIPAA container or the clinical data warehouse for genome data images and so on then moving towards an integration of the UC, the University of California system side increasingly to other entities as well to the status that we are right now. We have added a couple other medical centers we hope that Phase II of our Cornet Award will be even more encompassing and we will be able to do this distributed analysis and this privacy preserving computation in a way that all the institutions are very comfortable with. So I would like to acknowledge a lot of people here from the department that had a lot to contribute to this, as well as, our many sponsors and our colleagues from other institutions. So a lot has been done because were able to put our minds together to go about and put the infrastructure computated models computation, distributors computation so we could do what we have done during this past five years here. So with that I think I will go to questions. I believe the questions will be read from the chat box and I hope you enjoyed the presentation. Thank you again for having me. 
Unidentified Male:
Thank you Dr. Ohno-Machado. At this time we’ll give everyone a moment to field any questions in the chat box.

Unidentified Female:
For questions there is a question pane in that dashboard on the right hand side of your screen. Feel free to type your questions in there and we will be able to go through them on the call here. 

[00:40:52 - 00:41:14 pause]
Dr. Ohno-Machado:
I hope a did a good job explaining what we’re doing here.

Unidentified Female:
You explained it all too well. Nobody has any questions. 
Dr. Ohno-Machado:
Or comments?

Unidentified Male:
Okay we have one question right now. Do you use electronic consenting?

Dr. Ohno-Machado:
Yes. It’s done in iPad or on the web. 

Unidentified Male:
Thank you. 

Dr. Ohno-Machado:
Or the project _____[00:41:50] sheet yeah. 

Dr. Tanaka:
This is Miho here, can I ask you question, sorry I didn’t type in but I liked to ask a question. My first question is it’s interesting that toward the end of your presentation  you talked about giving opportunity to the patient to decide whether they want to disclose or share their medical information for the research purpose. It’s an exciting idea and I think the _____[00:42:30]is also populating much interest in such an idea that they may have some kind of committee working this as well, if I’m not mistaken but I wonder if how, this might be a little off from informatics research but I’m wondering how patients view such a change because I think it’s sort of like a paradigm shift in medical research so I’m just wondering how it’s perceived by the patient’s side. That’s my first question and the second question is that I think it’s wonderful that the University of San Diego is able to sort of reconfigure and also build up such a great informatics infrastructure and in the VA we have BC and I think _____[00:43:25] has been helping, has started to _____[00:43:28] quite a bit for the data provisioning and so forth and then we also like the idea of going to cloud and we are not there yet but I think it requires so much investment to build up such an infrastructure and then probably you’re able to do it because you received NIH funding but I thought a huge project to develop and also succeed so I just thought that if the VA wanted to or maybe VA has been doing something like that too but I don’t think we are like where you are now so just thought how difficult to do that such an infrastructure and in particular thinking about the privacy issue, all the data and so forth so I know, just thought how we can search, doing something similar so. Those are the two question I have. 
Dr. Ohno-Machado:
So for question number one of how patients are seeing this, it’s very interesting and I believe it’s very good news for us researchers is that four of the people offered ability to control the data that’s shared. Many people are not even interested in hearing about it. They are fine the way things have been done. The ones who are interested and, therefore, signing informed consent for our informed consent study, many of them don’t make any changes so they’re happy as well with what things are being shared. There are some times that receive some opt out as I mentioned for for-profit companies and so on, again, the wording of all that needs to be improved we believe because it’s doesn’t differentiate a for-profit company that is developing a new drug or device from a financial company or anything, so we learned a lot from these experiments. I believe the good news is the wide majority of the patients are comfortable the way that the data are being shared and the good news is also that we do have technology that we can accommodate the needs of the minority that are not comfortable with a particular item. So it was a risky undertaking. I was told what happens if all patients decide to withdraw and everything, that did not happen so I’ll say I have clear numbers right now to back up the idea that patients are not withdrawing from this possibility, opting out of having their data or vial specimens shared. The other question was related to the infrastructure and yes we could do this because a grant that we received but the cost of doing it is much less than the cost of not doing it in my opinion because all of us who run infrastructure services know how expensive it is to run maintain teams of system administrators and other engineers and so on. Using a cloud infrastructure as we did streamlines a lot of that and I must also say that the VA infrastructure has much of that already in place and it’s of larger magnitude than we what we do have but of course it serves many, many more researchers than we what we do in our own infrastructure. So I would say it’s a matter of essentially of finding out what the capabilities or what services are there right now but the VA does have a very, very strong infrastructure for research. 
Unidentified Male:
Thank you. We have another question. In the presentation you mentioned you have access to VINCI data, do you have access to Million Veteran Program biologics?

Dr. Ohno-Machado:
No. Again, I’m going to clarify, it’s not access to the data, it’s colleagues at the VA who can compute with the same distributed computing that we do, which then I would say it’s potential to use the data to find answers that are not necessarily directed access because that would not be compliant with policies. So _____[00:48:20 due to audio] veterans is a separate study and has separate consent and so on. We have not approached the investigators of that study to understand better what the abilities are but I think that’s a very good question because it’s a very natural way of combining things if we can. I would say it’s one of the richest precision medicine assets in the country would be the VA’s Millions Veterans Program. 
Unidentified Female:
Dr. Ohno-Machado thanks you so much for a really excellent, interesting presentation. I’m just curious about when you find when  you’re working on some of these distributed computations across organizations what do you find are the biggest barriers in effectively trying to do that?

Dr. Ohno-Machado:
I think that, you know, in this case you have to practicably certify the software right, because if the software is coming it’s consulting their data within your firewalls but then it’s issuing some answers back to the requesting node and the way we operate we are planning to operate with the VA and doctors Michael Matheny from the Vanderbilt VA or the Tennessee VA and Jonathan Nebeker from the Salt Lake City VA _____[00:50:18]from the same VA are working with us to ensure that we can install the software within the firewall and then the answers or the outputs are checked by a person before they come back to us. So again, it’s very much a controlled process but the main idea is that you certify the software so that you can participate in these networks even though you can’t transmit, it wouldn’t even be practical to transmit all data into a central location. 
Unidentified Male:
That seems to be all of our questions so far. Once again, I want to thank you Dr. Ohno-Machado for giving us a wonderful presentation and I would like to invite everyone to come to our next Innovations in Health Care Informatics Series 26th of May at 1 p.m. . The topic will be Smart and Connected Health Predictive Analytics. The presenter will be Dr. Soji Swaraj o hopefully you all can join us for that presentation as well.

Unidentified Female:
If everyone could hold on just a few moments. When I close the meeting out here you will be prompted with a feedback form. It really just takes a few minutes to fill out and we really do read through it and appreciate all of your feedback. Thank you everyone for joining us and we hope to see you at a future HSR&D cyber seminar. Thank you. 

Unidentified Female:
Thank you. 
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