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Unidentified Female:
This is Amihil Tenata[ph] I would like to extend my welcome to all of the participants. Thank you so much for participating in this second session of Healthcare Informatics in our cyber seminar series. 

I started creating this cyber seminar series to invite the leaders and researchers engaged in innovative, cutting edge healthcare informatics research. I wanted to create opportunity for ___[00:00:29] to learn new concept research and concept and approach methods in healthcare informatics research. I also wanted to invite an outsider who will benefit from listening to what our presenter is going to say. I hope that we have a good number of participants in today’s cyber seminar. It sounds like we have 120 participants. That is a great number. 

Today’s type of presentation is going to be done by Dr. Suchi Saria, who is Assistant Professor in Computer Science, Applied Math, Statistics and Health Policy and Management Institute for Computational Medicine at John Hopkins University. 

Dr. Saria’s interest stems from machine learning, its application to domains such as natural language, processing and ___[00:01:26] data in health informatics. She is particularly motivated by difficult and important problems that involve throwing inferences from large scale heterogeneous data source such as electronic health records and  ___[00:01:42] platform. And she has her PhD and her Masters in Computer Science from Stanford University. 
Prior to working at John Hopkins she also spent a year at ___[00:01:56] Computing Innovation ____[00:02:00] at Harvard University. And I would like to welcome Dr. ____[00:02:05] and she is going to talk about the exciting topic which is predictive analytics for tracking and prognosis of disease activity. Here is Dr. Saria. Thank you. 

Suchi Saria:
Thank you. Can everyone hear me fine? 

Unidentified Female:
Yes. We can. 

Dr. Suchi Saria:
Great. Well thank you for having me. I am very excited to be able to present and I very much both welcome feedback. Also along the way I would like to say please ___[00:02:37] questions I would like for the talk to be interactive especially I would hate to go too long if there are moments where you are confused and I haven’t been able to address that kind of confusion. 

So predictive analytics. Some exciting area in particular with the adoption of electronic health records and as more and more ___[00:03:03] within EHRs there is a huge opportunity to make better use of the data and make sound decision making both at the operational level and the clinical level. Here are some examples of ____[00:03:14] readmissions problem and one that first got people excited operationally as reimbursements were tight to better use of the data of the examples in predictive readiness for discharge, acute adverse and ___[00:03:29] detection prognostication and multi morbid conditions. Of course in many of these active disease areas one can use predictive models for therapies for the individuals. For example, when deciding who needs therapy when and what that is an example of early interventions if you know who is ___[00:03:53] you can intervene sooner, triage. Also resource management, operationally managing ____[00:04:02] scheduling, planning, equipment planning, ____[00:04:04] scheduling the management going forward. 

So there are numerous applications of predictive analytics and people in very many different communities in their own work interact with statisticians, computer scientists, health services researchers and informatics. Each of these different communities people have different language for describing predictive analytics all the way from machine learning we call it supervised learning to ____[00:04:32] analysis to places that call it instead of predictive models predictive analytics. 

At a high level what I am basically describing is for the rest of the talk what we are going to think about is how do we take advantage of all of the data in the electronic health record being collected on the individuals. Historical clinical data and leverage that in the context of data that is collected on patients that are similar to them. Similar patient population and use it to do the following:  the following meaning you want to be able to inspect the current and future health of this individual. So current and future health of this individual. You have a large array of measurements and you want to be able to think about what is the current and future assessment of where they are headed. The notion is if we can build accurate models to be able to do this well then you can use these models to be able to drive very many of the applications I just spoke about. For example the triage resource management and so on and so forth. 

So today’s talk I am going to be showing you lots and lots of results on clinical applications. I wanted it to be slightly more metrics focused. Metrics focused meaning ____[00:05:57] see many different applications within predictive models can be deployed. One of the standard ways in which people can implement and develop these models I wanted to share some ____[00:06:07] thinking on what are some short comings of existing ways in which we implement these models and develop these models? And then what are new ideas from statistical machine learning that can help advance the way or address some of the shortcomings of the existing methods that exist. In particular I am going to spend roughly 30 minutes on this. I am going to talk about this notion of interventional confounds. And interventional confounds is a kind of confounding that you see a lot of in electronic health records ___[00:06:43]. And essentially it results from providers practicing the fact that we have observational data as a result of the ____[00:06:53] interventional confounds. And predictive models that are learned from data in interventional confounds but from systematic ___[00:07:03] that may be harmful in the resulting statisticians support application we develop. 

I will propose that I think a very interesting new way of thinking about it and new ideas of machine learning that bring in ___[00:07:15] based ideas for learning predictive models. I will show you results that compare to results of these models to state of the art. I will describe this in the context of one example application called adverse event detection. That is the first thing. The second direction that I wanted to also think is interesting is in that it sort of pushes us to think a little bit more about how we start to deploy these predictive models and tactics. 

One of the ways in which we can incorporate the cost of putting these models in practice. So for instance cost of measurement and cost of adopting these kinds of models in terms of changes in workflow and the stock time that it is going to cost to make these kinds of measurements. How do those models that are more sensitive to be practiced is the cost of predictive models? And then finally I will give – do a five to 10 minute very brief overview of my work in modeling individualized programs for complex chronic conditions and ___[00:08:22] work we are doing on smartphone based monitoring in Parkinson’s Disease. So why ___[00:08:29] how do we take advantage of the multi various data to be able to build more and more accurate models of ___[00:08:36] present than in the future and ___[00:08:41] different kinds of positions. And then you are predicting it in the future most people call this predictive analytics. 

Okay. Again, if you have any questions feel free to ask any questions along the way. I will be monitoring the ___[00:09:00] to see if questions do occur. 

Okay so here is the first motivating application. Potentially preventable conditions like sepsis, acute lung edema, respiratory failure, renal failure these examples of conditions that are currently in patient settings. And they are ____[00:09:18] to cost $88 billion nationally. And so in each of – let’s pick one of them for example. Let’s pick sepsis for example. And in sepsis – sepsis is one of the leading causes of death with 750,000 cases of severe cases of sepsis ____[00:09:37] of septic shock is estimated to be between 30 to 60% and patients with sepsis have increased hospital stays and long-term morbidity. 

In all of these PPCs essentially if there is a way you could have detected sooner who is at risk and risk of aggressive decline then that offers an opportunity for you to be able to come in and intervene in a timely manner. In fact, there is evidence showing that when you can intervene earlier you can make a difference in terms of what outcome, ___[00:10:19] and cost. There is a very nice paper by ___[00:10:20] that shows mortality and mental state ___[00:10:25] in sepsis. In fact, they show a very interesting result that for every hour the treatment is delayed mortality risk increases by 7.6%. So the ___[00:10:39] for using predictive to be able to intervene in a timely manner in these applications would be enormous. So now I am going to describe to you how do we think about it. 

So here what I am showing you next is a slide with data from a real patient. On the right is time 0 on the left is 48 hours and time 0 is essentially the time when you experienced septic shock and on the y axis it is essentially different kinds of measurements that were taken. Here you see all of these from arterial ph to temperature, blood pressure, heart rate, ___[00:11:18] blood pressure and ____[00:11:21]. Really caregivers – part of the caregiver’s responsibility is to be able to see data that is streaming over a period of hours and being able to make an assessment about in a unit of let’s say 100 people they are making an assessment about is this person likely to decline? Is this person’s risk increasing? Are they getting better? Are they responding to fluids? Those are the kinds of questions they are constantly asking in the back of their head when they are looking at the patient. So naturally you might ask are there ways in which we can take these high dimensional sort of measurements and collapse them into what looks like a severity score? In other words here is an example patient we are showing you again real data. In this case as they are heading towards septic shock you can see a score that would say something like you can see that risk is increasing over time would allow them to then come in early and intervene and then give them antibiotics and fluid therapy for example. 
So that would be the ___[00:12:23] by which if such things existed it would enable caregivers to scalable monitor patients in the unit. So then the question would be how do we go about – this is one example application that predictive analytics would be really useful. So think about it very generically as you have high dimensional sets of measurements. They are streaming. They are heterogeneous. They are coming in over time and your goal is how do I take these measurements and collapse them into a score that summarizes this individual’s health. At a high level that is the goal and you could imagine doing this in other applications in healthcare beyond the inpatient looking at acute adverse events, right? Great. Now that we have the set up so the question is how do people currently think about it? 

Here is one way in which people historically ___[00:13:18] these kinds of scores. This is prior to the advent of predictive analytics where essentially for example in a ____[00:13:24] you bring a group of experts together a consensus panel and they essentially decide for each measurement based on the knowledge of the disease the extent to which different values of those measurements indicates severity. So for instance heart rate being between 110 and 139 points may accrue two points of severity versus being much greater than 180 beats per minute accrue four points. Essentially you can do this for ____[00:13:57] one through four right? So one of the limitations of this approach is in so much that you have ____[00:14:01] knowledge of the disease it is possible to construct a ____[00:14:06] but it doesn’t allow you to leverage the large amounts of data that are now being accrued in the electronic health records. 

Naturally a second approach to be taken is one of predictive modeling. So at a high level how does that progress? So essentially if you are familiar with the notion of supervised learnings or predictive analytics or regression analysis essentially what you are doing here is you collect patients with the adverse advent and you collect patients with the adverse event and you collect patients without the adverse event. You are collecting both of your _____[00:14:41] populations with a case and control. You collect many examples of cases and controls of positive and negative patients. Patients with the adverse event and without the adverse event. 

And now what you are looking to do is to employ maybe say something like logistic regression or a cart of decision tree model. Or something like a support ____[00:15:03] machine to be able to ask something like how do we – what are some patterns in the data that are indicative of presence with ___[00:15:13] of this adverse event. That is how to differentiate between cases and controls, right? And essentially based on that you can develop a risk or an adverse ____[00:15:26] allows you to identify these patterns. For example in a logistical profession you identify these patterns and each of these patterns get weighted. The risk factors get weighted and then you combine into creating a risk or that then ___[00:15:38] in real time each individual risk. Okay. So that is pretty standard way to train predictive models. And in fact the thousands of articles that train predictive models in this way including if you heard of pneumonia severity index, which was published in The New England Journal of Medicine that ____[00:16:02] predictive models in the ____[00:16:05]. 
So now this is one of the most interesting – this is one or two of the next most interesting pieces of meat in today’s talk. I want to give you an example of what is the issue for training predictive models in this way. To some of you it will be obvious and for others of you who haven’t thought about it maybe this will make sense. Here is a very, very ___[00:16:27] example. Essentially what I want to give you an example of is how the learned risk estimates are sensitive to provider practice patterns. What do we mean by that? Let’s do a very simple toy example. 

In this toy example what I have done is let’s pretend there is only two measurements – temperature and white blood cell count. In temperature you know for a fact that as temperature increases people get sick or their risk of death increases. As the white blood cells count increases similarly the risk of death increases. Essentially sickness is proportional to – in other words on the graph what I am showing on the bottom is as temperature increases the probability of dying or the risk of death increases in respect to the relationship of ____[00:17:10]. Now if you would ask a clinician they would agree this is roughly how you would expect independent of each of thee measures and the risk of death to look like. So the person with a higher temperature you expect them to have higher risk and a person with lower temperature you would expect them to have lower risk. Great. So far so good. Nothing counter intuitive. 
Now comes the part where you say well – here is the key idea – what happens if I put you in a unit in this unit every time a patient’s temperature increases up to say 102 degrees right away you treat them? As soon as you treat them the assumption is let’s say this treatment is very effective. If the treatment is very effective you treat them, they get better and therefore the – you won’t observe that due to rising temperature because temperature increases, risk increases but as soon as temperature increases you treat them and they get better. You don’t see subsequent death. And because you don’t see subsequent death the learning algorithm that is looking for cases and controls and is trying to learn patterns that is indicative of downstream adverse events such as mortality now learns – essentially learns that the high temperature state is a low risk state. So I am going to pause I’ll let you think about it. And then in two minutes I will take questions. If you have questions about this feel free to ask. 

So to summarize again basically you expect clinicians to be treating individuals and by virtue of them being treated they are essentially confounding the outcome by the outcome is confounded by the intervention. The intervention here being treatment for high temperature. And as a result as when you are treating a ____[00:18:59] supervised learning algorithm like logistic progression you are looking at the downstream outcome and learning a risk model you are going to get bias estimates of the risk. And in this particular example you would essentially learn a risk estimate where a low temperature – a high temperature would be considered a low risk state because you just don’t observe downstream mortality due to high temperature. So this seems pretty natural. And essentially I will show you an example simulation. Here I just did another toy example where I generated using a mark up chain, different values of temperature and essentially as you reach ___[00:19:42] increases and you get ____[00:19:47] essentially when you get treated you go back to normal. And from this toy example I generate tons and tons of samples. I learn a predictive model using the standard supervised learning approach. What I am showing you here is that as I ramp up the amount of treatment that is given that is consistently increased from no treatment to almost all the cases are treated. What I am learning is risk ___[00:20:12] that look like under estimates of the true risk course. So the true risk course is showing in red and as you increase the amount of treatment essentially very naturally you would expect the learned risk course to go down. Essentially what you then see are under estimates of the true risk. Okay. 
So this is problematic obviously for many reasons. One very naturally being if you were to deploy this many people have the ___[00:20:42] that as you deploy these risk scores your natural – so one natural solution that is posed to this problem is why don’t we learn sufficient support models that are tuned to the very specifics of the costs. If we can learn what are the provider _____[00:20:59] hospital you can essentially somehow make the model that is not as sensitive to provider practice pattern bias in that institution and let me give you an example of why that is problematic. So in this example let’s say ___[00:21:20] I have deployed this model and I have learned from historical Hopkins data. And at Hopkins everybody treats as temperature increases to 102 everybody treats and patients get better. My learned model learned that 102 is low risk. As I start to trust the model more and more let’s say that we employ the model now – then the model sees 102 degrees it suggests to me that this is a low risk state and because I started to trust my model I essentially ignored the individual who is in a high risk state but I considered the model to be – the model ___[00:21:52] be in a low risk state. And as a result outcomes could worsen, right? 
Essentially it could be harmful to deploy these kinds of models this notion of provider practice pattern has not been addressed in a systematic manner. 

Okay. I will stop here to answer questions and then I will proceed to describe one solution from machine – some ideas for optimization of machine learning to resolve ___[00:22:23]. 

Operator:
Alright, Dr. Sari, we have a few questions here. Have predictive models been used successfully to predict no show appointments in clinics? 

Dr. Suchi Saria:
I can’t answer that question because I don’t know of any people’s work. I would not be surprised if people have used it in that context. 

Operator:
Okay. Regarding the concept you just discussed how would the learning algorithm make this association? If the patient gets treated at 102 degrees that would mean you wouldn’t have cases at 102 degrees. So what you really have here is a restriction of range. In other words the algorithm has no cases of temperature greater than 102 that have either good or bad outcomes to learn from. 
Dr. Suchi Saria:
Yea. That is a great point. The slide that I am showing you you can see an example of cases where instead of treating every single person at 102 there is a high probability I treat them. So you still see cases that are 102, 103, 104 and 105 you still see the fact that you see patients but it is the case they often get treated. If you see they very often treated then you will start to see again this estimate I am showing you here in this example where again the red one is the true risk and you see this underestimate which is shown under various colors below the red line. 

Operator:
Okay. In this example one might ask what temperature should routinely trigger treatment? 

Dr. Suchi Saria:
Right. Okay so one way to think about this is if you have the right predictive model that means the predictive model is able to correctly assess risk then one could do a cost benefit analysis to figure out what is the right way to – what is the right temperature which should trigger intervention. Very commonly in which people do that analysis is to look at the sensitivity, specificity curve and see what is the sensitivity specificity they like? What is the threshold – temperature threshold which they get the desired sensitivity, specificity trade off? So that is one commonly ____[00:24:44]. This is assuming you have a correct routine risk estimate. Your trigger relies on having a reliable estimate of the risk. 

Operator:
Okay. One last question. What if some providers treat at 101 some at 102 degrees, some at 101.5? 

Dr. Suchi Saria:
That’s really great. In fact, we very much rely on the randomness. Because the randomness allows me to – if we systematically always treated people in a certain way then we couldn’t see the – we couldn’t estimate what the ___[00:25:25] risk would be. So in a way the randomness is useful but the randomness is almost an ___[00:25:33] point to the one that I am making. In fact if indeed – let me summarize one more time if indeed the way you are learning a model is by – so here if you are learning a risk model by regressing against some downstream outcome – downstream outcome meaning downstream mortality or downstream presence of an adverse event then the issue is that in between there is an opportunity for an intervention. And that intervention can confound the downstream outcome. So the issue has more to do with the fact that whatever you are using as the signal from downstream outcome the downstream outcome can be confounded by intermediate interventions that take place. Even if they are not always confounded, even if they are often confounded the fact that they are often confounded causes you to underestimate the risk. So that is the key idea. It is that these interventions confound outcomes and the fact that they do need you to underestimate risk. And so as long as you are depending on some downstream outcome 4unless you know how to account for the causal effect of the treatment and discount or explain the cause and effect of the treatment you essentially end up in your models will suffer from this bias. 

One way to ____[00:26:56] the issue so let me talk ___[00:26:57] and then we will talk about some examples for how to skirt the issue and then maybe some of it will become clear. Actually, the ____[00:27:07] so one ____[00:27:10] estimating cause and effects of treatment. If you can estimate cause and effects of treatment then you could explain away the cause and effects of treatment to understand – to understand to jointly model the treatment and the current state can predict downstream outcome. Now that sounds good and it is a pretty exciting area of research one of the biggest issues in applying electronic health record data is estimated cause and effects for treatment in the setting of many of these settings are very hard. And the reason it is very hard is because you have time ____[00:27:44] treatment. You have it confounded coming from unobserved ___[00:27:49] that may be driving treatment decisions. Often you get lots of variability so for instance the treatment might ___[00:27:56] you may see very many hundreds of different protocols between how it is applied across different patients. So estimating treatment effects in these kinds of data is very, very challenging. It is unclear if they can be easily extended to these kinds of data. 
One the one hand if you could then that would be an excellent approach to take. On the other hand 10,000 papers are getting written using these standards to ___[00:28:25] learning algorithms suffer from this bias. And so what we are going to try to do is resolve the case – other ways to get supervision such that we could build predictive models that don’t have this kind of bias. And now you can bring in ideas from ____[00:28:38] to make them even better. Okay. 

So let’s – so here is a description of the approach and I see I am running late on time so I am going to speed up a little bit. So here is an example. Here I am showing you septic shop is the downstream event. In purple I am showing you measurement of ____[00:28:59] so you may collect a window of data. From that window of data you make a few risk factors and what you are doing is using the presence of septic shock or the absence of septic shock as your supervisory signal for learning whether or not this – the patterns within this window are high risk or low risk. The issue was then if you have intervention in the middle that can confound the outcome. In this case with high temperature you get treated, you don’t see ___[00:29:25] high temperature is low risk. So how do I get around this? 

The question is can I get any other kind of supervision? Okay what other kinds of supervision can I get? Can I directly ask a caregiver to annotate this individual for the severity at this time, right? So I can go ask the caregiver to say can you rank for me how severe they are at this point? So now this is a great idea. This is really challenging to do. So walking up to a caregiver and saying or even constructing an experiment that you show them the data and say can you assign a severity score 3.5 or 4.5 or 7.5 is very challenging, right? So this form of supervision while useful is very hard to get. Okay? So now the question is what else can we do? 
Here is another idea? This is the idea from ___[00:30:13] well I can’t ask them for an exact severity score but what I can get is I can look at pairs of points so I can look at two different kinds and compare them in terms of severity. So in other words what you are asking for is supervision that says if the person is more sick here or more sick here, right? So in other words you don’t need anything else other than you have risk factors you can see the person at ____[00:30:45] you can see them at ___[00:30:48] time and all you are asking for is a way to compare two different states if T is the person that ____[00:30:56] or the person is ___[00:30:58] more sick. So this is what called the clinical comparison. It is a supervisory signal that looks like a comparison. The benefit is these comparisons are very easy to get. They don’t have interventional compounds. In other words even if there was an intervention in the middle you can get an objective measure of comparing severity at two different times. In fact, you can even get objective measures of severity across two different patients. So as long – so you can get a number of the severity comparisons and once you have these severity comparisons as long as you have a method for being able to learn from these severity comparisons you are good to go. Alright? Okay. 

So now I show you how I might learn from these severity comparisons for sepsis. I am using sepsis as an example if you have questions about severity comparisons or clinical comparisons ____[00:31:48] and I will pause once I describe the solution to take questions. 

Okay. So in sepsis what does this mean? So in sepsis let’s take our target applications and sepsis is well known. This is a ___[00:32:02] describe sepsis in four stages – SIRS, sepsis, severe sepsis and septic shock. As the disease gets worse there is a very clear understanding of people with SIRS only are better off than people with sepsis. And people with sepsis are better off than people with severe sepsis and vice versa. There is a very clear ___[00:32:24] of what do with the worsening condition, right? So now ____[00:32:28] a simple idea was to say can we take this to construct essentially emotional clinical comparatives so we can look at patients in two different states. One is ____[00:32:38] look at the example in sepsis and look at the example in time slides and they might in septic shock and from that we can construct the clinical comparison that says the time when they are in septic shock was clearly worse than when they are in sepsis. The time similarly to construct the examples the time that they are in severe sepsis is clearly worse than the time they are in SIRS. So this can be easily done. We essentially take the sepsis campaign guidelines from that we extract what constitutes to be severe sepsis, septic shock. You can quall the electronic health records to identify time points especially for each individual patients when they were in these stages and from that you can automatically extract these clinical comparisons, right? You can automatically extract pairs of time points in which the person was in the worse state that you can say something they were in a worse state at T time than T. 
Questions thus far? 

Operator:
Okay a little earlier someone asked what about patients with spinal cord injury where the base core temperature could be a degree or two lower than the accepted may be at .4. How would predictive ___[00:33:55] be managed in this population? It might be quite variable body temperatures due to autonomic dysfunction? 

Dr. Suchi Saria:
I actually answer this towards the end. I am not covering this today but now I think a very interesting way to build models that are very individualized to this person’s baseline. So you could imagine personalizing at two different levels. One is to the sub population of people with spinal cord injuries. But even further personalizing it to the specific individual and the baseline. I will say a few words about it, but I am very happy to send you points to ___[00:34:34] so feel free to reach out to me afterwards. 
Operator:
Okay. Thank you. Once you have the model validated are you essentially doing ____[00:34:41] analysis of multiple variables while minimizing the practice effect? 

Dr. Suchi Saria:
Once the models are validated do I do – is it possible to take this question later towards the end as we talk about practice sensitive deployment? 

Operator:
Sure. I’ll come back to it. And there was another comment. How the intervention effects the physiological variables also a key prognosticator and not necessarily a confounder. 

Dr. Suchi Saria:
Can you ask the question one more time? 

Operator:
It is more of a comment. How the interventions effect the physiological variables is also a key prognosticator. 

Dr. Suchi Saria:
Right. Right. Absolutely. In fact, a variable can be both the ___[00:35:30] and the confounder, right? So it is informative in that it tells you something about the therapy response but ___[00:35:38] it covers information about the outcomes. It is ___[00:35:43] what the outcome would have been if it was left untreated or had been ___[00:35:47] treatment. Essentially both. So now I am going to move on. So now you know how to do these clinical comparisons. 

So now using the clinical comparisons the question is how do we train a predictive model. So now I am going to do a little bit of machine learning. People who are doing predictive model development they will find this part interesting. So how are we thinking about it? Essentially what you want to do is learn a function that maps measurements to severity. So essentially what I am showing you here is an example ____[00:36:17] put g as the function P is the assigned severity. And you want to learn of function G such that you get severity assessments that is concordant with the experts ranking of severity. So we just computed these pairs of severity ordering. We want to learn of 4G such that it is concordant with the pairs that we are given. In other words, G assigns a measurement at T time which the expert considers to be sicker than measurement of time P so such that S of T time is greater than S of T. Okay? I hope that makes sense. 

And then the second is that you want to ____[00:36:56] you want your score to be concordant with experts ranking of severity and then second because the score has been continuously computed over time so this is a risk score you expect an individual’s health to have some temporal dynamics. In other words in some diseases it goes smoothly in other diseases it can change rapidly. Want to be able to concord these kinds of temporal dynamics. In sepsis, for instance, the core is temporary ___[00:37:18] so we can ___[00:37:20] an objective the G effects of T should be similar to G effects of P prime T and P prime are very close to each other. Let me give you – essentially what they are going to do is build an X margin formulation. If some of this is unfamiliar to you that is okay don’t’ worry about it. I am happy to forward links to papers that describe this in more detail and we also have software available that you can just use. But for the people who are methodologically oriented and want to see under the hood exactly what is happening these slides are sort of more oriented towards them. 

In this particular case what they have done is they essentially now the ___[00:37:58] an objective function. And this objective function what they are essentially doing is learning a severity function G that has two constraints. Essentially it ___[00:38:07] smooth and concordance with the experts ranking of severity. In other words if you were looking at two pairs C and Q[ph] and you knew that the severity of C is greater than the severity of Q than you want the difference between the severity to be greater than a scale of quantity called the margin and what you are trying to do here is to maximize this margin. So that is much like SBN which trains on the mass margin formulation we are essentially using that. 

This example I have now finally derived ___[00:38:40] the whole process of derivation this is essentially the objective. And then this objective that ___[00:38:44] turns to look at one that corresponds to making it concordance of the expert’s ranking of severity and the other one making it as smooth as possible. And so now based on this you can essentially learn a function G which essentially corresponds to just like in logistic regression you have these weights that are associated which each choice of risk factors that is essentially what this is doing. This is learning weights that then tell you how do we weight each risk factor based on this kind of supervision. Okay? So now I am going to show you some results and these results are going to be on data acquired from an intensive care unit, for example, this is acquired over a period of seven years. We are looking at 16,000 patients, 60% of it we will use to develop the model and 40% of this we will use as a completely independent validation set. And all the results that I will show you are on the independent validation effect. 

There are hyper parameters. These hyper parameters are collected via ___[00:39:46] validation and we are going to skip this for now. Now the question is let’s start with the quality of the model. So the first thing you would expect is the model – here is an example on the data we learned the model what we are showing you is ____[00:40:01] here is there – when you look at all the data points that are given essentially you can see that point for the person that has septic shock they get worse scores using the learning algorithm than the points that they had none or ___[00:40:17] with severe sepsis. Essentially we are learning that automatically from this kind of supervision it is learned that the stage of sepsis gets worse the score is higher and higher. It at least has this very natural thing you would expect it to do which is worse stages of the sepsis should have higher severity scores. 

So the first thing we do is we check for ___[00:40:41] If I were to construct – if I were to take ____[00:40:46] similar to clinical comparison I just have to compare them based on ordering severity. In other words, can I take my risk score and have a validation from there or ordering severity which is person is sicker here than here. What fraction of the time does my model collect ____[00:41:02]. That is what this is doing. And as a comparison I am going to show you a comparison to ____[00:41:08] was explicitly designed to be able to measure severity and sepsis. And Apache is another severity score in the inpatient setting. What you see here is essentially something like the ___[00:41:20] based measure it is much more accurate than something like Apache or ___[00:41:25] severity, right? So if you have questions these examples are validations that I am giving ____[00:41:33] to post them. 
That was a very, very simple – in the very least I should be grossly able to – if I have to order example time points based on ranking severity can I do that effectively, right? And that is essentially what I showed you. So now let’s start to see something like the question is I know the score is able to grossly reorder judge that septic shock worsens ___[00:42:01] sepsis and severe sepsis is worse than sepsis. So now what I want to be able to do is can I use the score in real time over time to be able to access how the person is leading up to septic shock. Does the changing score reflect the changes of severity, right? You would expect that after getting sicker perhaps the score should be increasing. Does the score reflect it? Second example and you could use something like that to then create a predictive score where you can say can I trigger an alert if the score goes above a particular point? Can I then do an intervention based on that score. So that is one example I will give you. 

And another example which ____[00:42:42] in the interest of time is can we use such a score to assess the ___[00:42:47] therapy. In other words, you give them a therapy and the score ____[00:42:52] declining can you actually see the fact that in some patients as it declines is it sensitive enough to measure who is responsive versus who is not? Is it able to measure that, right? So that would be another kind of example. 

Here is the first path. Measuring changes in severity leading up to adverse events. Here I am giving you two example patients. These are real patients from the data set. And what I am showing you is essentially the ___[00:43:23] scores over time. So this again at Time 0 then septic shock I am ___[00:43:27] the score data is 18 hours prior to septic shock. And what you see is that as this person gets closer to septic shock overall you can see that the score is getting – trending upward which is very interesting and useful because it suggests that the severity score has this kind of sensitivity leading up to an adverse event. 

So now you can naturally ask okay in what faction – is this kind of trend upward actually prevalent in the population? In other words is ____[00:43:59] does DSS significantly trend up leading up to septic shock or not? So one way to do that is essentially to compute in our data set faction of windows the six to 12 hours window the value of the core increases. So it trends upward. You can compute that essentially it very significantly starts trending up leading up to septic shock using a ___[00:44:26] to compute the significance of the trend in the period leading up to septic shock and that is essentially what I am showing you here. Okay? 

Now this says I can use this then to create a predictive model. How do I create a predictive model? I essentially say – in other words predictive model here means I can take the ___[00:44:47] DSS is above a certain threshold I trigger an alert  and that is essentially what this L-DSS is. If I were to take the raw DSS score and trigger an alert what would be the AUC for the early detection of patients in septic shock? And that is essentially what I am showing you. So what this shows is essentially you get pretty high AUCs ___[00:45:11] and .836. I am showing you here two different values of the cross validation parameters it is okay to just look at one of them as an example. 
Let me compare that to say something like Apache and ____[00:45:25] in comparison by comparison Apache and even ___[00:45:29] has much worse predictive values. Here an L-DSS ___[00:45:34] instead of looking at the raw DSS itself we also look at the trend of the DSS and incorporate that as a feature. Not just the raw DSS but the window of like a few hours you see that the DSS is trending upward. You combine those to predict and you can see the prediction ___[00:45:51]. 

So note the method that I showed you was developed based on ranking. And the goal was to assess the severity. The goal was to assess the severity and the question was one of the key things we are trying to ___[00:46:10] was this notion of interventional confounds, right? So we were trying to circumvent the issue of interventional confounds in learning these models. And then what we did is we showed you this ___[00:46:19] model because it is sensitive to changes. You can use it as a means for predicting ___[00:46:27] outcome. I am going to compare that to say something like logistic regression which people use which is specifically derived for prediction and you can see we get very comparable performances. Essentially our model which wasn’t even trained for prediction was trained with ___[00:46:43] it is the very same performance as logistic progression, which is explicitly trained for risk prediction except the advantage that our model has it is not as sensitive to interventional confounds. It is not as sensitive to the example I gave earlier. Logistic regression would be highly sensitive in the case where you often treat for high temperature the logistic regression model would assume that high temperatures low risk of mortality that our model does not have that problem. In essence you get very similar predictive performance but they circumvented the issue of interventional confounds. 

So here is an example where I show you one example of individual patients and in this – I will skip this but now we essentially are doing a real ___[00:47:36] at Hopkins applying it against the EPIC BMR and this then prospective analysis and the resulting score is able to detect patients with septic shock much, much sooner than what the routine screening can do. In fact, we can detect 25.2 hours early with the routine screening tools. In this particular example I am showing you ___[00:48:03] to the time of septic shock because these often rely on pieces of evidence that often come to bare very close to the onset of septic shock. Essentially I think this is a very exciting, promising new way of thinking about developing predictive models from this kind of data. And so this is the Hopkins pilot and this is something that will be worked over the next nine months. I am going to give you sponsored ___[00:48:36] that we also see that it is interesting that this allows us to measure our response next to ___[00:48:42] which is another thing clinicians struggle with which is knowing who are the people this is responding with versus who are the people who are not responding. 
To summarize – essentially what I just presented thus far was the ___[00:48:54] disease severity using data. We use this notion of clinical comparison and we show that essentially the developing score is sensitive enough to detect early who is at risk and be used to trigger an alert and also perhaps measure response to ___[00:49:12] therapy. Again, this is I think a very good start of what I consider to be an exciting direction. Hopefully we will see a lot more – I think there is a lot more to be done. But I think there is a very promising approach that brings an idea of optimization and machine learning into the field of predictive analytics. 

Okay. Moving on. Now I am only going to cover very briefly problem definition of a couple of the problems we are addressing and if this overlap with the ___[00:49:44] I would be very happy to point you to papers. 

The first one is that of practice sensitive risk obligations. What is practice sensitive? So we just built a predictive model that incorporated all of these measurements. But now we know when we actually go to deploy them for instance I need to go talk to the CFO of Hopkins thinking you are going to deploy this model the model requires a whole bunch of measurements. These measurements are very costly. They are also going to require my staff to make all kinds of measurements which is going to cost them time. I need to understand more clearly the risk, the benefits – the benefit which is the accuracy versus the cost which is the cost of making these measurements versus the time, etc. it is going to cost. So how do we do that? How do we take into account the cost benefit analysis? How do we develop that are practice cost sensitive? In this example what I am showing you is in this application we just spoke about the measurements that are ___[00:50:42] then there are a number of other measurements that are more on demand. So, for instance, you can measure these labs that are on demand and they cost different amounts of money. They also ___[00:50:49] wait times so you can get a result right away using a predictive model. It may require you to wait for 15 minutes to get the measurement results for the predictive models ____[00:50:58]. Also they may require staff to make measurements which again now imposes on staff time. So you can put all of these different kinds of measurements on the same – some are free, some are costly, some cost ___[00:51:09] time and the question is how do you build predictive models in a way that for a particular accuracy you get the cheapest model possible? In other words you would prefer to use the free measurements first. Then you might prefer to use the next most costly measurements. Then including these measurements you may even have a preference. Some institutions or hospitals may say I don’t want to use measurements it involves too much staff time. I am always short on staffing. While others may say I don’t have problems with using staff time but I don’t want to use measurements that are too costly because I am not going to get reimbursed for them. 

So essentially you want to be able to incorporate all of these preferences for the provider for the institution to be able to build models. So now they quickly essentially what they do is they develop – essentially we develop a novel method of incorporating these kinds of costs. We do this via what is called – this notion in computer science called Boolean Circuit. What Boolean Circuits allow you to do is incorporate cost of ___[00:52:14] financial cost of wait time and things like that to develop models. For those of you who are familiar with this we essentially use this notion of a regularized loss. And the regularized here – the innovation here is in developing an automatic regularizer that automatically takes these costs into account. And so the result ___[00:52:36] and essentially the benefit of this is what you get is something like this. You get ___[00:52:41] models like a collection of models where you can get something like this. .85 sensitivity. You get a sensitivity of .61 if you would use only the free measurements, only the routinely collected measurements and only additional financial costs, right? And you get a ___[00:52:59] to point too. 
Here is an example that is kind of costly. Essentially it costs $168. It requires you to make all of these additional measurements. It requires caregiver time. And now you can see the corresponding sensitivity is .72. And what this really allows you to do is if you get these ___[00:53:19] models as a person practicing here you can decide the extent to which you would prefer in your cost benefit analysis to incorporate say something like model one which is free but now it is very accurate versus model four which is slightly more accurate, but also more costly. So this allows you to make more practice sensitive predictive models. 

I am going to describe two more things and then I will take questions. 

So finally two more directions. Here is looking at patients with chronic conditions. Essentially there is a ___[00:53:59] in the population. The example I am showing you here is auto immune diseases there are patients – the disease spans multiple organ systems, make sure ___[00:54:08] declining but ____[00:54:11] hypertension while others may not. The question is can you identify for this individual what the risk is going to look like, right? You are essentially ____[00:54:22] predictive models and the studying of heterogeneous populations and how do you individualize the prediction of an individual’s disease course. I won’t talk about these kinds of methods. Essentially in these kinds of diseases there is not one but many kinds of ___[00:54:35] how do you handle this? And so we have approaches we have developed and I put in pointers to papers and gave ____[00:54:43] to read. Here is an example where how do you look at these kind of regular measurements and electronic core data to identify ____[00:54:50] and then next how do you use these kinds of subtypes in the subpopulation and at an individual level to be able to make individualized prognosis. In this particular case ____[00:55:00] they are predicting risk of lung function decline, which is one of the biggest morbidities of ____[00:55:06] one example of an autoimmune disease. ____[00:55:13] the model updates the risk. Here what I am showing you over time is that as new data is arriving in red I am showing the data over time and black I am showing data that the model has access to and to the right as you see more and more black dots which it means is more and more of the model is able to see more and more of the data. It sees more and more of the data it diffuses the ____[00:55:39] approach to be able to predict. As you have seen this much of the data what is the course going to look like in the future. Constantly reprioritizing hypothesis ____[00:55:49] is this person going to die? Is this person going to get better? Are they going to stay stable? 
I am going to skip this and finally I am going to speak about this one last piece of work which is actually linked to the ___[00:56:06] people are doing. This was based on our work here where they essentially developed an Android based tracking platform that ___[00:56:14] whole different kinds of measurements for patients with Parkinson’s. They are collecting things like weight and motion data and balance data, the gait, posture and movement, sociability. And the question is much like you would ___[00:56:30] how to measure measurements over time. And the question is can you assess the severity? And if you could then you would be able to essentially do offsite not in the clinic but offsite patient’s monitoring, right? In the severity of the ___[00:56:45] you would be able to come in and intervene early and ____[00:56:49] has interactions. This is a project we started a year ago we had one of the largest databases to date in the world to be ____[00:57:00] 500 individuals, collect hours of data and we see some very exciting early developments of being able to measure the severity in these kinds of patients using the kind of data. 

To summarize – I spoke about a normal message for developing learning algorithms. I gave you a brief overview of exciting areas that predictive modeling methodology can go and both in the inpatient setting and in the outpatient setting. And in particular thinking a little bit more carefully about going beyond the analytics to thinking a little bit more about practice cost, right? As we deploy these models what does it do to the equal system and how can we take constraints in the ___[00:57:40] system into account to develop better models? 

To end with I think we barely scratched the surface with the Affordable Care Act in 2010 and the large amounts of data now that ___[00:57:54] also the capability for institutions to be able to deploy these kinds of models. I think ___[00:58:00] for progress and I list here only some examples of directions ____[00:58:06] one that is very exciting being able to take into account heterogeneity in the population. We made some progress I think in the last two years we are starting to see some exciting work in this area. Heterogeneous kinds of data, some that are ___[00:58:21] some that are time varying, some that are ___[00:58:22] and as they are arriving over time how you build these rich models that can account for the heterogeneity in model baselines that are good for the sub populations of the individuals to be able to make a prognosis that is accurate. And with that I will end. Thank you so much and I will take any questions in the remaining negative one minute. 

Unidentified Female:
Are you still there? 

Operator:
Yes. There are a few more questions we can take a look at. So one of the questions we came to earlier. Once you have the model validated are you essentially doing intellectual analysis of multiple variables while minimizing the practice effect? 

Dr. Suchi Saria:
So I think – I guess I don’t quite know how to answer that question. I think the thing you want to think about is how do you take into – what does it mean – okay so what does it mean to understand the practice effect? So practice effect here does it mean the cost of deploying the model or does it mean the additional time it is going to cost or do you mean the change in like utilization like length of stay? I think maybe it is the person who asked the question if they can make the question as – they can add more detail to the question I would be very happy to hear from them. ___[01:00:16] I can take some of the other questions. 

Operator:
Yea, sure. There is a few more. The change in severity annotation can also be effected by provider practices by treating temperature, low blood pressure. I don’t understand how it solves the confounding. 

Dr. Suchi Saria:
I see. That is a great question. What we were doing was directly measuring - -what we were doing was directly measuring ____[01:00:45] is in this picture, right? This one. Ideally, so here are the two things you will have to agree with me on. So the first question is if I could directly at any point you can treat people and that’s okay. If at any point you could get the exact core, severity score at the given time then that would be the best annotation most unbiased annotation so that you could learn the model from. If I could get the exact value of the severity at a given time then I can learn from that. In other words, just because their treatments are being prescribed that are perturbing the measurements the issue of confounding doesn’t have to do with the treatment that is being prescribed including the measurement. It has more to do with the fact that the source of supervision which is the presence or absence of this event is downstream from the intervention. If you could directly give me supervision that is evenly influenced by this then I would be okay. So one form of supervision is can you directly tell me at this point what the severity is. Another form of supervisions is can you compare the severity of two different times points. And this doesn’t depend on essentially – my – whether or not you treat the truth still holds this person if you treated them and they got better then you could say something like well they are more sick here than here. Okay? Let’s say you treat them they didn’t get better you could say this person is more sick here. 

Either form of supervision is valid. All it needs to know is at two different times you are comparing them in terms of severity and assessing for essentially ____[01:02:31] and that is the only form of supervision you need to be able to get ___[01:02:36] to have this quality of not being sensitive to either practice pattern. So interventional confounds. 
Operator:
Another question. It would be interesting to see under what scenarios it would be beneficial to use this complicated methodology over logistic regression. Do you know of any simulations studies in which one can assess the advantage of using this method over logistic regression? 

Dr. Suchi Saria:
Right. So these simulation studies in fact, I showed you in the examples I gave you where you can use multi various data, you can use confounded you look at the resulting score learned by DSS which is the method versus logistical regression you can see the DSS in fact in this example even in the very simple example DSS will exactly uncover. Let me pull up the graph. DSS exactly uncovers this red part here while logistic regression will uncover these parts depending on how much confounding there is. So, if for instance treatment is very rampant you will get something that is further down here. This is irrespective of the amount of treatment given DSS uncovers as well. This is a very simple example but it illustrates the point that theoretically the proposed idea works better. 

I also agree that ____[01:04:17] how could one – what would be the right ____[01:04:22] you could see that, right? So it would be one way – I think this remains an interesting and open question. 

Operator:
Have you looked at the impact of getting this information back to the clinicians – different metrics, delivery formats, different intervals? 

Dr. Suchi Saria:
Yes. In fact, that is exactly what we are hoping to do with our current pilot. So we have a great team of investigators, human factors experts who deploy – who are doing ___[01:04:55] analysis to understand how people might react to this kind of a tool. Our clinician champion who developed – who gets results they also are people who work on the EPIC side helping to integrate this so that they can essentially present the results in a way so that there is little disruption to work through. This is something that for the next nine months they are hoping to do a ___[01:05:25] pilot. And you will have more ____[01:05:30] the kinds of questions you ask which are you know, do people like hearing about it via email versus online versus constant measure of risk and they like to receive ___[01:05:44] via cell phone or alerts or messaging devices or pagers? Or do they want to not receive alerts? Do they want to only see during rounding[ph]. I think we are entrusting things we hope you will value as part of this pilot. 

Unidentified Female:
Thank you very much, Dr. Saria. I’m sorry we had to go an extra eight minutes. We appreciate that you are making yourself available. I think many of the parties may need to go to another session or meeting. I think they might be out of questions, but if they have any questions you can write email directory to Dr. Saria. If you cannot find her email address you are welcome to me – Amihil Tenata amihil.tenata@theva.gov. You can find me in ___[01:06:42] the VA email system. 

I just want to hand this over to Katie. She is going to do the wrap up I believe. Thank you so much, Dr. Saria. 

Dr. Suchi Saria:
Thank you everyone. 

Katie:
Thank you. I also want to thank you, Dr. Saria. We really appreciate you taking the time to present here today. For the audience as I close out this session you will be prompted with a feedback form. If you could take a few moments out we really appreciate it. We really do read through all of your feedback. 

Thank you all for joining us for ___[01:07:17] Cyber Seminar and we hope to see you at a future session. Thank you. 
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