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PREFACE

The VA Evidence-based Synthesis Program (ESP) was established in 2007 to provide timely and accurate syntheses of targeted healthcare topics of particular importance to clinicians, managers, and policymakers as they work to improve the health and healthcare of Veterans. QUERI provides funding for four ESP Centers, and each Center has an active University affiliation. Center Directors are recognized leaders in the field of evidence synthesis with close ties to the AHRQ Evidence-based Practice Centers. The ESP is governed by a Steering Committee comprised of participants from VHA Policy, Program, and Operations Offices, VISN leadership, field-based investigators, and others as designated appropriate by QUERI/HSR&D.

The ESP Centers generate evidence syntheses on important clinical practice topics. These reports help:

- Develop clinical policies informed by evidence;
- Implement effective services to improve patient outcomes and to support VA clinical practice guidelines and performance measures; and
- Set the direction for future research to address gaps in clinical knowledge.

The ESP disseminates these reports throughout VA and in the published literature; some evidence syntheses have informed the clinical guidelines of large professional organizations.

The ESP Coordinating Center (ESP CC), located in Portland, Oregon, was created in 2009 to expand the capacity of QUERI/HSR&D and is charged with oversight of national ESP program operations, program development and evaluation, and dissemination efforts. The ESP CC establishes standard operating procedures for the production of evidence synthesis reports; facilitates a national topic nomination, prioritization, and selection process; manages the research portfolio of each Center; facilitates editorial review processes; ensures methodological consistency and quality of products; produces “rapid response evidence briefs” at the request of VHA senior leadership; collaborates with HSR&D Center for Information Dissemination and Education Resources (CIDER) to develop a national dissemination strategy for all ESP products; and interfaces with stakeholders to effectively engage the program.

Comments on this evidence report are welcome and can be sent to Nicole Floyd, ESP CC Program Manager, at Nicole.Floyd@va.gov.


This report is based on research conducted by the Evidence-based Synthesis Program (ESP) Center located at the Minneapolis VA Medical Center, Minneapolis, MN, funded by the Department of Veterans Affairs, Veterans Health Administration, Office of Research and Development, Quality Enhancement Research Initiative. The findings and conclusions in this document are those of the author(s) who are responsible for its contents; the findings and conclusions do not necessarily represent the views of the Department of Veterans Affairs or the United States government. Therefore, no statement in this article should be construed as an official position of the Department of Veterans Affairs. No investigators have any affiliations or financial involvement (eg, employment, consultancies, honoraria, stock ownership or options, expert testimony, grants or patents received or pending, or royalties) that conflict with material presented in the report.
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# DEFINITIONS

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Life expectancy</td>
<td>The estimated (calculated) average number of years a group of people is expected to live. Most individuals in the group will live longer or shorter than the average life expectancy.</td>
</tr>
<tr>
<td>Mortality Prediction Model</td>
<td>A statistical model that uses predictor variables to the estimate the probability (risk score) an individual will be alive or deceased at a specified future time.</td>
</tr>
<tr>
<td>Risk Groups</td>
<td>Groups formed by categorizing individual estimated probabilities of dying.</td>
</tr>
<tr>
<td>Survival (or mortality) curve</td>
<td>Graphical plot of the estimated cumulative probability of surviving (or dying) versus time. Cumulative probabilities are often reported as a percentage.</td>
</tr>
<tr>
<td>Median survival time</td>
<td>The time when the cumulative probability of survival (or death) reaches 0.50 (50%). May be used as a proxy for life expectancy because 50% of the people in a group are expected to live longer and 50% shorter than the estimated median survival time.</td>
</tr>
<tr>
<td>Validation</td>
<td>Testing a prediction model in a new sample of patients that was not used to develop the model. Often validation is done by randomly splitting a sample of patients into one or more subsamples and using one subsample to develop the model and the other subsample to validate the model. However, this approach may be overly optimistic in regards to future predictive performance because the distributions of predictor variables and mortality tend to be similar in randomly split samples.</td>
</tr>
<tr>
<td>Calibration</td>
<td>The difference in the predicted number of deaths as compared to the observed number in each risk group. If the differences are small, the model is well-calibrated to the studied sample.</td>
</tr>
<tr>
<td>C-statistic</td>
<td>A measure of how well the prediction model’s risk scores discriminate individuals who did or did not die within a specified period of time. C-statistics indicate the ability of a prediction model to rank individuals in concordance with their observed survival times. A model with a C-statistic that’s not much better than 0.5 will not predict who will live or die much better than flipping a coin. On the other hand, the closer the C-statistic is to 1.0, the more likely it is that the prediction model can be used to make accurate survival predictions with an acceptably low number of prediction errors.</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>The proportion of all decedents during a period of time that had risk scores exceeding a threshold being used to predict death.</td>
</tr>
<tr>
<td>Specificity</td>
<td>The proportion of survivors during a period of time that had risk scores less than a threshold being used to predict survival.</td>
</tr>
<tr>
<td>Positive Predictive Value</td>
<td>Given a proposed risk score threshold for making prognostic predictions, the proportion of patients above the threshold that would be predicted to die within a specified period of time and do.</td>
</tr>
<tr>
<td>Negative Predictive Value</td>
<td>Given a proposed risk score threshold for making prognostic predictions, the proportion of patients below the threshold that would be predicted to survive for a specified period of time and do.</td>
</tr>
</tbody>
</table>
EVIDENCE REPORT

INTRODUCTION

Life expectancy, an estimate of the number of remaining years of life a person has, is an important consideration for making clinical decisions in primary care. For example, colorectal cancer screening guidelines state that clinicians should only screen patients with an estimated life expectancy of at least 10 years because otherwise benefits of cancer detection are unlikely to outweigh the harms and costs. Referral to hospice care is often based on a life expectancy of less than 6 months. Implantable cardiac defibrillators are not indicated if the patient is not expected to live longer than one year.

Most currently available life expectancy calculators or life tables are based on a person’s age, gender, and race. These calculators may not be widely used in clinical practice because clinicians usually consider other key factors such as the presence and severity of life-threatening diseases and functional status. Given the uncertainty inherent in formulating a prognosis and desire to avoid prognostic errors, clinical prognostic assessments are often qualitative, such as thinking a patient has a ‘higher’ risk of dying, and often are not shared with patients.1 In contrast, survival prediction models typically incorporate a number of variables to calculate a quantitative estimate of the patient’s probability of surviving or dying during a specified period of time.

This systematic review focused on identifying and evaluating reports of multivariable quantitative prediction models (aka calculators) of all-cause mortality published in 2011 and thereafter. Others have reviewed reports of predictive models for older patients from before 2011.2,3 These previous reviews listed a large number of prediction models that are available for primary care or population-based settings. However, the reviewers stated the evidence was insufficient to support their widespread clinical use. Of interest for this review were prediction models of all-cause mortality that would generally be applicable to most patients seen in primary care practices without off-putting effort by clinicians to ascertain the predictor variables and calculate the estimates. In addition, we were interested in reports that provided assessments of a proposed model’s predictive accuracy, external validity, and ideally impact on clinical decision-making and patient outcomes. The ultimate goal is to identify and evaluate life expectancy calculators that primary care providers would be willing and able to use and share with their patients to improve participation and satisfaction with clinical decisions that are based, in part, on life expectancy. Ultimately, efforts to make a validated and accurate life expectancy calculator readily available to clinicians will need to demonstrate benefits in terms of improving healthcare outcomes and efficiency as well as patient experiences.

The Key Questions for this review and our approach to evaluating the pertinent evidence were as follows.

KQ1: Between 2011 and 2016, have there been any additional reports of life expectancy calculators that may have sufficient predictive accuracy for use in adult primary care practice?

Most mortality prediction models are not used to calculate a patient’s life expectancy (number of years of life remaining on average) per se. Rather they estimate probabilities of surviving or
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dying within a specified period of time. If all patients being studied were followed to the end of a

time period of interest, for example, 5 years, then multivariable logistic regression models are
typically used to estimate a patient’s probability of dying before the end of the period. As a
proxy for life expectancy, one might say if one’s estimated probability of dying within 5 years is
greater than 0.5 (50%), one’s life expectancy is less than 5 years.

During development of mortality prediction models, the estimated probabilities of dying are	en often arbitrarily categorized into risk groups, and the predicted number of deaths in each risk
group is compared to the observed number. If the differences are small, the prediction model was
well-calibrated to the studied sample. Primary care providers may be more willing to use a well-
calibrated model, especially if patients placed in particular well-calibrated risk groups would be
treated differently (presumably because the intervention has a different likelihood of benefiting
or harming patients in a particular risk group). Ideally the range of individual risk estimates
within a risk group would be narrow, making it easier to apply the risk group’s average
probability of dying to individuals within the group.

If a study couldn’t follow all subjects for the entire time period of interest, the varying follow-up
times can still be used to estimate survival (or mortality) curves. Survival curves have time on
the x-axis and the estimated cumulative proportion surviving on the y-axis. The median survival
time is the time when a survival curve reaches 0.5 on the y-axis. The median survival time can
also be used as a proxy for life expectancy (an average) because half of the group lived longer
and half shorter than the median survival time. To estimate life expectancy, one would have to fit
a parametric equation to the survival curve and extrapolate it to cover the period of interest or
until the curve reaches zero (all people in the cohort are deceased). Cox proportional hazards
regression models are often used to relate multiple predictor variables to the survival times. One
can use a fitted Cox regression model to estimate the probability of surviving (or dying) at a
specified time or to estimate a survival (or mortality) curve using a patient’s values of the
predictor variables.

A C-statistic is commonly reported to help evaluate the ability of a mortality prediction model to
identify (discriminate) the patients who did or didn’t die within the period of follow-up. It is a
measure of concordance or correlation (hence, the name “C-statistic”) between observed and
estimated of survival probabilities or times. Thus, C-statistics measure the ability of a model to
rank patients according to their risk but do not assess the ability of a model to assign accurate
probabilities of surviving or the model’s calibration. A C-statistic equal to 0.5 indicates the
model did not discriminate those who survived or died during the period of follow-up any better
than flipping a coin.

If a model’s calculated risks are categorized using a particular cut-off to predict whether a patient
will or will not die within a specified period of time, then the sensitivity (the proportion of all
deaths that had risk scores exceeding the cut-off), and the specificity (the proportion of survivors
that had risk scores less than the cut-off) can be estimated for the cut-off. Whether any cut-offs
have a sufficient sensitivity and/or specificity for clinicians to use needs to be determined. The
likelihood of finding a cut-off that has both a high sensitivity and specificity increases as the
value of the C-statistic approaches 1.0. Given a proposed cut-off for making prognostic
predictions, the positive predictive value (the proportion of patients above the cut-off that would
be predicted to die and do) and the negative predictive value (the proportion of patients below
the cut-off that would be predicted to survive that do) can be estimated. Primary care providers
may require a very high positive and/or negative predictive value – that is, few prediction errors – before they’re willing to use a quantitative model to predict whether a patient will survive.

**KQ2: Of the life expectancy calculators being reviewed, have any external validation studies been published between 2011 and 2016? If yes, what population was studied and what was the predictive accuracy therein?**

Validation refers to testing a prediction model in a new sample of patients that was not used to develop the model. Ideally, a mortality prediction model should be validated in the patient population in which it will be used or a very similar patient population. Often validation is done by randomly splitting a sample of patients into one or more subsamples and using one subsample to develop the model and another subsample to validate the model. However, this approach may be overly optimistic in regards to future predictive performance because the distributions of predictor variables and mortality tend to be similar in randomly split samples. Validation studies that used different patients and time periods were considered to be more informative.

Before validating the predictive accuracy in a new sample of patients, it is appropriate to check the calibration of the prediction model in the new sample and perhaps recalibrate it before examining the predictive performance. Some validation studies may simply re-estimate the regression coefficients for the predictor variables although this practice is discouraged because the new estimates may be less precise if the external validation sample is small and less generalizable than re-calibrated estimates.

**KQ3: What is the clinical use of the mortality prediction models (aka life expectancy calculators), and was there improvement in patient survival times, health-related quality of life, provider-patient communication, patient satisfaction and participation in clinical decisions, or lower healthcare utilization and costs?**

To address this key question, we were particularly interested in finding randomized controlled trials that compared clinical use of a mortality prediction model to usual care without the prediction model.

**PICOTS**

**Population:** Middle- to older-aged adults (age 45 years and older) that were not in a hospital at the start of follow-up. If the study included a younger adult age range, it was included especially if predictive accuracy was evaluated in a more elderly subgroup.

**Intervention:** Calculation of life expectancy (or a proxy) using predictor variables that are generally available for outpatients being seen by primary care providers. Less generalizable disease-specific mortality prediction models or those that incorporated disease-specific or novel predictor variables were excluded. Models that predicted inpatient mortality or used a number of inpatient-specific predictor variables that would only be available for hospitalized patients were also excluded. Models that incorporated inpatient diagnosis codes as well as outpatient diagnosis codes were included.

**Comparator:** None
Outcomes

KQ1, KQ2: Predictive accuracy in a validation sample. See text under KQ1 and KQ2 for a detailed explication.

KQ3: Clinical use of a prediction model, improvement in patients’ survival times, health-related quality of life, provider-patient communication, patient satisfaction and participation in clinical decisions, and healthcare utilization and costs when prediction model was made available to primary care providers.

Timing: Any follow-up time period that may be pertinent to a clinical decision.

Setting: Outpatient primary care.
METHODS

TOPIC DEVELOPMENT

The topic was nominated by Dr. David MacPherson (Chief Medical Officer, VISN4). Drs. Stephan Fihn (Office of Analytics and Business Intelligence) and Joe Francis (Clinical Analytics and Reporting) were consulted and agreed to be operational partners for the review. The key questions and scope of the review were developed with input from the operational partners and a Technical Expert Panel.

SEARCH STRATEGY

We searched MEDLINE (Ovid) from 2011 to May 2016 using title words for life expectancy, calculators or models, survival, mortality, death, and validation or calibration. The search was limited to English language and studies of humans middle-aged (45 plus years) and older. We also limited the search to relevant study designs. The full search strategy is presented in Appendix A.

STUDY SELECTION

The following conceptual framework (Figure 1) guided study selection.

Figure 1. Conceptual Framework

The conceptual basis for this review was that a decision support tool would be electronically implemented to provide quantitative survival estimates to primary care providers who along with their patients would use the estimates when making healthcare decisions and hopefully improve patient outcomes and the efficiency of healthcare. For example, healthcare providers might place patients into risk groups that would be treated differently or they might somehow share the estimates with patients. Either individual or risk group estimates of life expectancy or probabilities of survival or dying within a specified period of time were of interest.

The methods of estimation had to be generally applicable to primary care patient populations. Hence a large numbers of disease- or cause-specific mortality prediction models were excluded. Included studies had to offer a method of estimation based on variables that would be generally...
available for outpatients. Estimates that require inpatient variables that would only be available for a minority of primary care patients were excluded. Likewise studies of novel biomarkers or individual predictors, including those based on only age, sex, and race, were excluded. Reports of predictive values (percentage of predictions that were correct), including group survival curves, observed versus predicted survival/mortality (aka calibration), and sensitivity or specificity of predictions were considered to be most pertinent to clinical decision-makers and thus this review. Studies that were limited to tests for associations such as relative risks, odds ratios, and hazard ratios were considered to be too preliminary for inclusion in this review.

Studies of the clinical use of survival estimates were of particular interest. For example, estimates might be used to help providers and patients make a specified decision about prevention or treatment. Estimates might be used to help healthcare providers prioritize their patients for medical evaluation or services according to the expected net benefit based, in part, on life expectancy. Clinical trials might have used the prediction model to help select or identify patients for whom a treatment is most likely to be of benefit or least likely to harm.

The effects of applying prognostic estimates on patients’ survival and/or health-related quality of life are the ultimate outcomes of interest. In addition, we sought studies of the effects of using survival estimates on healthcare utilization, costs, and patient satisfaction or participation in healthcare decisions.

**DATA ABSTRACTION**

Data were abstracted into evidence tables by one trained investigator and verified by the principal investigator. We abstracted information on study characteristics (country, study dates, source of data, participants, mortality) and model characteristics and performance (intended use of model, predictors, timing of predictor and survival assessments, modelling method, methods used to select predictors, mortality risk groups, and predictive performance).

**QUALITY ASSESSMENT**

Quality of individual studies was assessed using selected items from the CHecklist for critical Appraisal and data extraction for systematic Reviews of prediction Modelling Studies (CHARMS). Five criteria were selected: 1) predictor definition/measurement, 2) outcome definition/measurement, 3) independence of outcome and predictor assessments, 4) completeness of follow-up/predictor data, and 5) validation.

**DATA SYNTHESIS**

The evidence is narratively described without any formal meta-analysis.

**RATING THE STRENGTH OF EVIDENCE**

The strength of evidence for each key question is rated as high, low, or insufficient based on the number of quality studies and the consistency of the results.
PEER REVIEW

A draft version of this report was reviewed by content experts as well as clinical leadership. Reviewer’s comments and our responses are presented in Appendix B and the report was modified accordingly.
RESULTS

LITERATURE FLOW

Our literature search yielded 8,120 titles (Figure 2). Titles were reviewed by trained investigators and 509 studies were selected for abstract review. Each abstract was reviewed by 2 trained investigators and 51 studies were identified for full-text review. Full-text articles were reviewed by an investigator and the Principal Investigator. We included 10 studies from the literature search and an additional study identified from hand-searching studies included in the full-text review phase.

Figure 2. Literature Flow Chart
Reviewed Studies

Table 1 summarizes the 11 eligible studies of 8 different mortality prediction models (see Appendix C, Tables 1 & 2 for more details). Six studies were done in the US, \(^7\)\(^7\)-\(^12\) Three were based on large Veterans Health Administration (VHA) electronic databases. \(^8\),\(^11\),\(^12\) Others utilized Medicare data \(^7\),\(^9\) or local electronic health records. \(^10\) Four studies were from Canada using electronic administrative data representing the entire provinces of Ontario \(^13\)-\(^15\) or Saskatchewan. \(^16\) One study from Japan used data collected by other studies combined with an extensive search for deaths. \(^17\) The median age of the Canadian provincial cohorts was in the mid-forties range, and over 60 in the other studies. All but the VA studies had approximately equal or greater inclusion of women and men. Only 2 studies examined race as a potential predictor. \(^8\),\(^10\)

Table 1. Study Population Characteristics\(^a\)

<table>
<thead>
<tr>
<th>Study</th>
<th>Location Year(s)</th>
<th>Population</th>
<th>Primary Data Source</th>
<th>Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austin 2011</td>
<td>Ontario, Canada 2007-08</td>
<td>general adults</td>
<td>provincial health plan</td>
<td>n=10,498,413, median age 46, female 51%</td>
</tr>
<tr>
<td>Austin 2011</td>
<td>Ontario, Canada 2007-08</td>
<td>general adults</td>
<td>provincial health plan</td>
<td>n=10,498,413, median age 46, female 51%</td>
</tr>
<tr>
<td>Austin 2012</td>
<td>Ontario, Canada 2007-08</td>
<td>adults with schizophrenia</td>
<td>provincial health plan</td>
<td>n=94,466, median age 47, female 54%</td>
</tr>
<tr>
<td>Gagne 2011</td>
<td>PA, NJ, USA 2004-05</td>
<td>low income Medicare</td>
<td>Medicare &amp; Pharmacy Assistance Programs</td>
<td>n=120,679, mean age 80, female 83%</td>
</tr>
<tr>
<td>Quail 2011</td>
<td>Saskatchewan, Canada 2001-02</td>
<td>general adults</td>
<td>provincial health plan</td>
<td>n=662,423, median age 48, female 51%</td>
</tr>
<tr>
<td>Stefos 2012</td>
<td>USA 2007-08</td>
<td>VHA healthcare</td>
<td>VHA electronic records</td>
<td>n=4,774,000, mean age 62, female 6%</td>
</tr>
<tr>
<td>Mathias 2013</td>
<td>Chicago, USA 2003-05</td>
<td>multispecialty group practice</td>
<td>electronic health records (EPIC)</td>
<td>n=7,463, mean age 62, female 60%</td>
</tr>
<tr>
<td>Tan 2013</td>
<td>USA 1999-09</td>
<td>2000 Medicare enrollees</td>
<td>Medicare</td>
<td>n=1,137,311, mean age 76, female 60%</td>
</tr>
<tr>
<td>Ogata 2013</td>
<td>Kyushu Island, Japan 1999-09</td>
<td>representative cohorts from other studies</td>
<td>study data plus extensive search for death records</td>
<td>n=2021, mean age 63, female 59%</td>
</tr>
<tr>
<td>Wang 2013</td>
<td>USA 2010-12</td>
<td>VHA healthcare</td>
<td>VHA electronic records</td>
<td>n=4,598,408, mean age 64, female 6%</td>
</tr>
<tr>
<td>Wang 2012</td>
<td>USA 2009-10</td>
<td>VHA healthcare with heart failure</td>
<td>VHA electronic records</td>
<td>n=198,640, mean age 73, female 2%</td>
</tr>
</tbody>
</table>

\(^a\) Shaded rows are VHA studies

\(^b\) VA Care Assessment Needs (CAN) model
As summarized in Table 2, 4 of the mortality prediction models presented in 6 articles were developed to calculate individual risk scores to adjust for possible differences in mortality risk when comparing healthcare outcomes in different groups of patients.\textsuperscript{7,8,13-16} One VHA model was developed to help primary care teams assess the short-term risk of hospitalization or death without hospitalization.\textsuperscript{11,12} Three prediction models were developed to help healthcare providers judge whether patients would or would not die within a specified time.\textsuperscript{9,10,17} All of the prediction models incorporated the patients’ age and sex and all except one\textsuperscript{17} included selected diagnoses. All of the predicted models that incorporated diagnosis codes used a method to group ICD-9 or ICD-10 diagnosis codes into predictor variables, except Mathias 2013.\textsuperscript{10} A varying number included other demographic and clinical assessments such as vital signs, laboratory results, and prescription medications as predictor variables.

Models developed for mortality risk adjustment focused on mortality during the first year of follow-up, when the overall mortality ranged from < 1% to 7.5% depending on the types of patients selected for the study. Other models focused on whether patients would be expected (predicted) to live for time horizons of 5 or 10 years.\textsuperscript{9,10,17} These longer time horizons had higher mortality. To assess care needs, Wang et al modeled deaths that occurred without a hospitalization within one year rather than total all-cause mortality, but did so using VHA data.\textsuperscript{11,12} Presumably the same data could be utilized to model total mortality.
Table 2. Description of Prediction Models\(^a\)

<table>
<thead>
<tr>
<th>Study</th>
<th>Intended Use</th>
<th>Types of Predictors</th>
<th>Mortality being Predicted (mortality(^%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austin</td>
<td>Statistical risk adjustment</td>
<td>Patients’ age, sex, and diagnoses(^b) recorded in previous 2 years</td>
<td>Death within 1 year (0.8%)</td>
</tr>
<tr>
<td>2011(^15)</td>
<td></td>
<td></td>
<td>Subgroup age &gt; 65 (NR)</td>
</tr>
<tr>
<td>Austin</td>
<td>Statistical risk adjustment</td>
<td>Patients’ age, sex, and diagnoses(^b) recorded in previous 2 years</td>
<td>Death within 1 year (0.8%)</td>
</tr>
<tr>
<td>2011(^14)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austin</td>
<td>Statistical risk adjustment</td>
<td>Patients’ age, sex, and diagnoses(^b) recorded in previous 2 years</td>
<td>Death within 1 year (2.0%)</td>
</tr>
<tr>
<td>2012(^13)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gagne</td>
<td>Statistical risk adjustment</td>
<td>Patients’ age, sex, and diagnoses(^c) recorded in previous year</td>
<td>Death within 1 year (7.5%)</td>
</tr>
<tr>
<td>2011(^7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quail</td>
<td>Statistical risk adjustment</td>
<td>Patients’ age, sex, income, region, and diagnoses(^c) recorded in previous year</td>
<td>Death within 1 year (1.3%)</td>
</tr>
<tr>
<td>2011(^16)</td>
<td></td>
<td></td>
<td>Subgroup age &gt; 65 (5.1)</td>
</tr>
<tr>
<td>Stefos</td>
<td>Statistical risk adjustment</td>
<td>Selected patient demographics and diagnoses(^d), including chronic disease</td>
<td>Death within 1 year (5.5%)</td>
</tr>
<tr>
<td>2012(^8)</td>
<td></td>
<td>registries, in previous year</td>
<td></td>
</tr>
<tr>
<td>Mathias</td>
<td>Health care decision</td>
<td>Selected patient demographics, diagnoses, vital signs, laboratory test results,</td>
<td>Death within 5 years (11%)</td>
</tr>
<tr>
<td>2013(^10)</td>
<td></td>
<td>medications, and prior healthcare utilization in prior 1-2 years</td>
<td></td>
</tr>
<tr>
<td>Tan</td>
<td>Health care decision</td>
<td>Patients’ age, sex, and diagnoses(^c) and healthcare utilization recorded in</td>
<td>Death within 10 years (women 51%; men 57%)</td>
</tr>
<tr>
<td>2013(^9)</td>
<td></td>
<td>previous year</td>
<td></td>
</tr>
<tr>
<td>Ogata</td>
<td>Health care decision</td>
<td>Cardiovascular risk: factors age, sex, smoking, blood pressure, cholesterol,</td>
<td>Death within 10 years (site 1 13%; site 2 28%)</td>
</tr>
<tr>
<td>2013(^17)</td>
<td></td>
<td>glycated hemoglobin</td>
<td></td>
</tr>
<tr>
<td>Wang</td>
<td>Identify patients at higher risk of</td>
<td>Selected patient demographics, diagnoses, vital signs, laboratory test results,</td>
<td>Death without hospitalization within 90 days (0.7%) &amp; 1-year 2.8%</td>
</tr>
<tr>
<td>2013(^12e)</td>
<td>hospitalization taking competing risk of death</td>
<td>medications, and prior healthcare utilization in previous year</td>
<td></td>
</tr>
<tr>
<td></td>
<td>into account</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang</td>
<td>Identify patients at higher risk of</td>
<td>Selected patient demographics, diagnoses,(^b,c) vital signs, laboratory test</td>
<td>Death without hospitalization within 30 days (0.9%) &amp; 1-year 7.1%</td>
</tr>
<tr>
<td>2012(^31e)</td>
<td>hospitalization taking competing risk of death</td>
<td>results, medications, and prior healthcare utilization in previous year</td>
<td></td>
</tr>
<tr>
<td></td>
<td>into account</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Shaded rows are VHA studies

\(b\) Diagnosis codes grouped using Aggregated Diagnosis Group software

\(c\) Diagnosis codes grouped into Charlson & Elixhauser categories

\(d\) Diagnosis codes grouped using Hierarchical Coexisting Conditions

\(e\) VA Care Assessment Needs (CAN) model

NR = not reported

**Study Quality**

Most studies were judged to have acceptable quality based on meeting at least 4 of the 5 criteria (Table 3). The extent of missing predictor variables often was not reported, presumably because a relatively small proportion of subjects with missing predictor values were excluded from model development and validation. The Ogata study that utilized data from 2 previous cohort studies had extensive amounts of missing data predictor values for one study site and the completeness of the post hoc searches for dates of death in the community wasn’t clear.\(^17\)
Table 3. Quality of Included Studies

<table>
<thead>
<tr>
<th>Study author, year</th>
<th>Predictor definition or measurement same for deceased/ survivors</th>
<th>Outcome definition or measurement same for deceased/ survivors</th>
<th>Outcome assessed independent of predictors (eg, blinded)</th>
<th>Incomplete follow-up or missing predictor data (% handling of)</th>
<th>Method of validation</th>
<th>Overall quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austin, 2011(^a)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>NR</td>
<td>Assessed over fitting by bootstrap methods</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Austin, 2011(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>Assessed over fitting by bootstrap methods</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Austin, 2012(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>Application of previously developed model for general adult population</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Gagne, 2011(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>External sample</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Quail, 2011(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Missing income imputed</td>
<td>External sample &amp; time</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Stefos, 2012(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>Copas test for overfitting (repeated, split sample, cross-validation design)</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Mathias, 2013(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>10-fold cross validation</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Tan, 2013(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>Random split sample</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Ogata, 2013(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NR</td>
<td>1) Split sample (random) from first site and 2) second site only served as validation site</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>Wang, 2013(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Randomly split sample</td>
<td>Acceptable</td>
</tr>
<tr>
<td>Wang, 2012(^a)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Randomly split sample</td>
<td>Acceptable</td>
</tr>
</tbody>
</table>

\(^a\) Shaded rows are VHA studies
\(^b\) VA Care Assessment Needs (CAN) model
NR = not clearly reported
KEY QUESTION 1: Between 2011 and 2016, have there been any additional reports of life expectancy calculators that may have sufficient predictive accuracy for use in adult primary care practice?

Summary of Findings

Most studies reported a range of estimated probabilities of dying that included some values greater than 0.5 (50%) that could be interpreted as having a life expectancy less than the model’s time horizon (Table 4). Wang et al modeled death without a hospitalization, thus their model cannot be used as is to estimate life expectancy. However, as noted previously, most likely their prediction model could be adapted to do so.

The reported C-statistics ranged from 0.779 to over 0.9015, indicating that the models discriminated those who survived or died by rank ordering subjects according to their risk of dying, but not perfectly. The latter 2 studies achieved these high levels of discrimination using the patient’s age and gender in combination with diagnostic codes extracted from large provincial health plan databases to predict 1-year mortality. These very high levels of discrimination most likely were related to inclusion of a large proportion of younger adults that would be less likely to die than older adults. In contrast, Gagne et al, who used similar predictors extracted from state health plan databases, only had a C-statistic of 0.79 in a more elderly sample of patients with higher mortality at one year. Tan et al also used similar predictors extracted from Medicare data; however their lower C-statistic is for deaths that occurred over a much longer 10-year time span (these are inherently more difficult to estimate than a shorter time span due to interim changes in predictors and health). Using Tan et al’s 10-year mortality prediction model, over 80% of the subjects that had a predicted 10-year probability of dying that was greater than 0.75 (75%) died within this time interval whereas approximately 65% with a 10-year probability of dying between 0.50 to 0.74 died. The positive and negative predictive values were 63% and 92% using a cut-off for Mathias et al’s predicted probability of dying within 5 years equal to 0.5 (50%). Other reports did not focus on any particular risk score threshold to predict survival and therefore did not estimate sensitivity, specificity, or predictive values.

The differences between observed and predicted mortality in subjects that were grouped according to their estimated probabilities of dying were mostly small, that is, the prediction models were well-calibrated to the test sample. Thus, if a clinician used the prediction model to place a patient in a mortality risk group, the observed mortality in the group most likely would be similar to the risk group’s average or median predicted mortality. If a risk group’s individual estimated probabilities of dying within the specified follow-up time are all either greater than or less than 0.5, as a proxy one might say their life expectancy is either less than or greater than the specified follow-up time, respectively.
### Table 4. Predictive Performance of Models under Review

<table>
<thead>
<tr>
<th>Study</th>
<th>Estimated Probabilities of Dying</th>
<th>Discrimination</th>
<th>Calibration†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Austin 2011</strong>&lt;sup&gt;15&lt;/sup&gt;</td>
<td>0.00 to 0.90</td>
<td>C-statistic: 0.92</td>
<td>Differences between observed and predicted mortality &lt;1% in all 100 risk categories except top 3 where differences &lt; 3%</td>
</tr>
<tr>
<td><strong>Austin 2011</strong>&lt;sup&gt;b14&lt;/sup&gt;</td>
<td>0.00 to 0.90</td>
<td>C-statistic: 0.92</td>
<td>Differences between observed and predicted mortality ~1% in all 20 risk categories</td>
</tr>
<tr>
<td><strong>Gagne 2011</strong>&lt;sup&gt;7&lt;/sup&gt;</td>
<td>Mean of 1&lt;sup&gt;st&lt;/sup&gt; decile 0.03 to 10&lt;sup&gt;th&lt;/sup&gt; decile 0.55</td>
<td>C-statistic: 0.79</td>
<td>Under predicted by ~ 3% in 5&lt;sup&gt;th&lt;/sup&gt; &amp; 6th deciles with 20 -25% mortality, over predicted by ~ 10% in 10th decile with ~ 45% mortality, otherwise observed and predicted mortality % within ~1%</td>
</tr>
<tr>
<td><strong>Quail 2011</strong>&lt;sup&gt;16&lt;/sup&gt;</td>
<td>NR</td>
<td>C-statistic with Charlson comorbidities: 0.90 C-statistic with Elixhauser comorbidities: 0.91</td>
<td>NR</td>
</tr>
<tr>
<td><strong>Stefos 2012</strong>&lt;sup&gt;8&lt;/sup&gt;</td>
<td>Mean of 1&lt;sup&gt;st&lt;/sup&gt; decile 0.025 to 10&lt;sup&gt;th&lt;/sup&gt; decile 0.94</td>
<td>C-statistic: 0.86</td>
<td>Ratio of observed to predicted number of deaths by predicted risk decile</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>O/P ratio</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13%</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24%</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>34%</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45%</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55%</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65%</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>85%</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>94%</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td><strong>Mathias 2013</strong>&lt;sup&gt;10&lt;/sup&gt;</td>
<td>Mean of 1&lt;sup&gt;st&lt;/sup&gt; decile 0.036 to 10&lt;sup&gt;th&lt;/sup&gt; decile 0.55</td>
<td>C-statistic: 0.86</td>
<td>Differences between observed and predicted mortality &lt;3% across all deciles of predicted risk</td>
</tr>
<tr>
<td></td>
<td>Sensitivity/specificity using cut-off for predicted probability of dying within 5 years = 0.5 (50%): 31%/98%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive/negative predictive value using cut-off for predicted probability of dying within 5 years = 0.5 (50%): 63%/92%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tan 2013</strong>&lt;sup&gt;9&lt;/sup&gt;</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; quartile &lt; 0.25 to 4&lt;sup&gt;th&lt;/sup&gt; quartile &gt; 0.75</td>
<td>C-statistic at 10 years: Women: 0.79 Men: 0.7</td>
<td>Observed mortality within quartiles of predicted probabilities for women/men: 1st quartile: 17%/20% 2nd quartile: 35%/35% 3rd quartile: 65%/64% 4th quartile: 88%/90%</td>
</tr>
<tr>
<td></td>
<td>Positive predictive value for LE &lt; 10 years for women/men: ~75%/75%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Predicted to die in 10 years: Site 1: 36/365 (9.9%) Site 2: 35/170 (20.6%)</td>
<td>C-statistic</td>
<td>Difference between observed and predicted mortality: Site 1: 3.5% Site 2: 7.6%</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------------------------------------------------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Ogata 2013</td>
<td>Site 1: 0.83 Site 2: 0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang 2013</td>
<td>1-year mean of 1st decile &lt; 0.01 to 10th decile ~0.14</td>
<td>C-statistic: 0.85</td>
<td>Differences between observed and predicted in each decile of predicted probabilities: negligible</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Observed deaths if in upper 5% of 1-year predicted probabilities of death without hospitalization: 19.4%</td>
</tr>
</tbody>
</table>

a Shaded rows are VHA studies
b Same prediction model as Austin 2011\textsuperscript{15} except regression coefficients converted to a single weighted Mortality Risk Score
c Only predicting deaths without hospitalization, not total deaths
d VA Care Assessment Needs (CAN) model
NR = not reported
Conclusion for Key Question #1

Since 2011 several life expectancy calculators have been reported that may have sufficient predictive accuracy for general use in adult primary care practice. Accurate proxy life expectancy calculators can be developed using age, gender, and diagnosis codes and perhaps a few other select variables obtained from administrative or electronic medical records. However, all of the models under review would require some adaptation before being made available to VA primary care providers. Few studies reported the sensitivity, specificity, or positive or negative predictive values for a risk threshold proposed for a clinical decision such as whether a patient should or shouldn’t be screened or treated.

Rating for the Strength of Evidence for KQ1: High

Several prediction models utilizing variables that are generally available in electronic medical records had consistently good predictive accuracy.
KEY QUESTION 2: Of the life expectancy calculators being reviewed, have any external validation studies been published between 2011 and 2016? If yes, what population was studied and what was the predictive accuracy therein?

Summary of Findings

Our review didn’t find any true validation studies. We found 2 separate quasi-validation reports\textsuperscript{11,13} and 2 elderly subgroup analyses.\textsuperscript{12,15} The predictive performance in these patient subgroups is summarized in Table 5. Regression coefficients for the predictor variables were re-estimated for the 2 elderly subgroup analyses\textsuperscript{12,15} and the Wang et al study of patients with heart failure prior to examining the predictive accuracy in the subpopulations.\textsuperscript{11} Compared to the mortality prediction models for general adult patient populations, both the Austin and Wang models had poorer discrimination of survivors and decedents in the elderly and schizophrenic or heart failure subpopulations. Calibration of the Austin model was poorer in the schizophrenic subpopulation whereas after recalibration the calibration of the Wang model was maintained in the elderly and heart failure subpopulations.

Table 5. Validation of Mortality Prediction Models\textsuperscript{a}

<table>
<thead>
<tr>
<th>Study</th>
<th>Population Subgroup</th>
<th>Number Mortality</th>
<th>Discrimination</th>
<th>Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austin 2011\textsuperscript{15}</td>
<td>Age &gt; 65 years</td>
<td>n=NR</td>
<td>C-statistic: 0.81</td>
<td>Differences between observed and predicted mortality NR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1–year NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austin 2012\textsuperscript{13}</td>
<td>Schizophrenia</td>
<td>n=94,466</td>
<td>C-statistic: 0.84</td>
<td>Differences between observed and predicted mortality NR, however calibration plots indicated significantly worse calibration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1–year 2.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang 2013\textsuperscript{12b,c}</td>
<td>Age &gt; 65 years</td>
<td>n=2,129,063</td>
<td>C-statistic: 0.80</td>
<td>Small differences between observed and predicted in each decile of predicted probabilities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1–year ~4.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang 2012\textsuperscript{11b,c}</td>
<td>Heart failure</td>
<td>n=198,640</td>
<td>C-statistic: 0.76</td>
<td>Differences between observed and predicted mortality % in each decile of predicted probabilities were negligible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1–year 7.1%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Shaded rows are VHA studies

\textsuperscript{b} Only predicting deaths without hospitalization, not total deaths

\textsuperscript{c} VA Care Assessment Needs (CAN) model

NR = not reported

Conclusion for Key Question #2

Discrimination of the deceased versus surviving patients was reduced in these more homogenous subpopulations with higher mortality than the overall general populations. Calibration of the prediction models was not always as good in the subpopulations despite recalibration. The calibration of a mortality prediction model should be examined in a representative sample of the
primary care practice in which it will be used, and the predictive accuracy should be validated using time horizons that are commensurate with the clinical decisions it will support.

**Rating for the Strength of Evidence for KQ2: Insufficient**

None of the 4 studies were true validation studies that examined the predictive performance in external samples of primary care practices.
KEY QUESTION 3: What is the clinical use of the mortality prediction models (aka life expectancy calculators), and was there improvement in patient survival times, health-related quality of life, provider-patient communication, patient satisfaction and participation in clinical decisions, or lower healthcare utilization and costs?

Summary of Findings

We found no studies that examined the effects of using the reviewed mortality prediction models in clinical care.

We found 2 reports that alluded to use of other life expectancy calculators. One study retrospectively evaluated the potential impact of a previously developed 4-year life expectancy calculator (Health and Retirement Study Mortality Risk Index\textsuperscript{18,19}). A retrospective patient cohort of 8,090 that was age 65 and older at the time of their last visit to a primary care practice in 2003-04 was studied. The prediction model identified 1,241 of the 8,090 (15\%) as having a 40 to 70\% probability of dying within 4 years. Their observed mortality was 670/1,241 (54\%); thus, the authors concluded it would have been reasonable for these patients to forego a screening colonoscopy due to their limited life expectancy. Whether the primary care providers and patients would have come to the same conclusion with or without the life expectancy calculator was not determined.

Clinicians in the United Kingdom developed a 3-year mortality risk calculator for elderly patients with breast cancer to help determine whether they should undergo surgical (if expected to live at least 3 years) or medical therapy.\textsuperscript{20} Their disease-specific prediction model (not included in this review) incorporated the American Society of Anesthesiologists (ASA) grade, age, ethnicity, bilateral or previous contralateral breast cancer, and nurse administered questionnaires to obtain the Charlson comorbidity score, Mini Mental State Examination score, Geriatric Depression Scale score, and Barthel and Instrumental Indexes of Activities of Daily Living. The prediction model was used in a Co-morbidity Clinic for patients who were potentially unfit or declined standard treatment for breast cancer, and was reportedly useful for shared decision-making about treatment. The report did not state exactly how the risk model was employed or communicated to patients or actually study its impact on the treatment decision.

Conclusion for Key Question #3

We found no studies of the effects of the reviewed mortality prediction models on clinical decisions and outcomes. Clinical outcome studies of evaluating life expectancy calculator for clinical decision-making are needed to support their implementation by healthcare organizations and use by clinicians and patients. Studies should focus on a well-defined clinical decision in the applicable population, for example, decisions about cancer screening based on 10 year life expectancy or palliative care based on life expectancy less than 6-12 months.

Rating for the Strength of Evidence for KQ 3: Insufficient
SUMMARY AND DISCUSSION

KEY FINDINGS

- Between 2011 and 2016, 11 studies reported on 8 mortality prediction models; all but one of the included studies (a study from Japan) utilized data from large electronic databases.

- Models were developed for different purposes, including development of individual risk scores to adjust for possible difference in mortality risk when comparing healthcare outcomes, to help primary care teams assess short-term risk of hospitalization or death without hospitalization, or help healthcare providers judge whether a patient will or won’t die within a specified time pertinent to decisions about screening for cancer.

- C-statistics ranged from 0.77 to 0.90, indicating the models provide good discrimination of those who survived or died during the varying periods of follow-up. Few studies reported the sensitivity, specificity, or positive or negative predictive values for a proposed risk score threshold that would be used to determine which patients should or shouldn’t be screened or treated.

- The prediction models were generally well-calibrated to the test samples with seemingly insubstantial differences between observed and predicted mortality across a range of risk groups.

- We found no true external validation studies of the reviewed mortality prediction models. None of the models have been externally validated for general primary care use.

- No studies meeting eligibility criteria for the review examined the impact of using one of the life expectancy calculators to improve on healthcare decisions or outcomes.

LIMITATIONS

None of the life expectancy calculators under review were developed or validated specifically to estimate life expectancy (average survival times). The mortality prediction models can provide individual or average estimates of the probability of surviving for a specific period for a risk group that may be used as proxies for life expectancy. The range of individual estimates of survival probabilities within risk groups may be an important consideration when using the group average to estimate life expectancy, but often was not reported. Furthermore, the uncertainty inherent in personalized estimates may preclude their use, especially if a prediction model isn’t based on a large number of patients that were followed for periods of clinical interest such as 5 or 10 years. The best way to communicate model predictions to providers and patients was not addressed. A number of disease-specific prediction models that were excluded from this review may be better-suited to disease-specific clinical decisions.
APPLICABILITY OF FINDINGS TO THE VA POPULATION

Several of the prediction models listed in the KQ1 section seemingly could be adapted for use in VA primary care practices. The VA model of Wang et al (aka the Care Assessment Needs or CAN score) most likely could be modified to estimate the total mortality risk for time periods that are most relevant for specified clinical decisions.12 The work by Stefos et al supports the notion that the VA electronic records can be used to produce well-calibrated proxy estimates of life expectancy.8 Several other studies support the impression that models based on patient demographics, the presence of life-threatening conditions, and perhaps history of healthcare utilization and other readily available variables can provide mortality estimates that have good, but less than perfect, predictive accuracy. The small numbers of quasi-validation studies suggest that the discrimination and calibration may vary when externally validated in VA primary care practices that may have substantially different distributions of the predictors and/or mortality. To adapt a mortality prediction model, the sources of data and definitions of predictor variables will need to be consistent across VA healthcare systems and over time. Centralized prediction models that are made widely available should be calibrated to and validated in several VA primary care patient populations and periodically checked for accuracy and recalibrated if necessary. The VA should consider models of survival curves that would provide estimates of life expectancy in addition to probabilities of survival.4

Although feasible, we found no studies to indicate whether making a reasonably accurate life expectancy calculator available to VA primary care providers or patients would influence their healthcare decisions or outcomes. A recent VA study by Tang et al suggested that having limited life expectancy as estimated by the investigators based on patients’ age and Charlson co-morbidity count was associated with an appropriately reduced rate of prostate-specific antigen screening for prostate cancer (39% when the estimated life expectancy was less than 5 years versus 77% with an estimated life expectancy of 10 or more years).21 Unfortunately, this study did not ascertain whether or how the clinicians estimated life expectancy or whether a VA effort to provide a validated quantitative calculator would influence their prognostic assessment or screening decisions.

RESEARCH GAPS/FUTURE RESEARCH

Although healthcare providers and guidelines make recommendations based, in part, on assessments of life expectancy, there is no widely accepted statistical tool for estimating patients’ life expectancy particularly for prolonged periods of 10 years. Research on the clinical usefulness and impact of life expectancy calculators on clinical decisions and outcomes is needed to guide further development and engender widespread acceptance. Hundreds of statistical prognostic tools have been developed, but are not being used in practice.22,23 Readily available statistical life expectancy estimates require both clinical face validity and proven accuracy for diverse decision-relevant risk groups and periods of time.24 Analytical life expectancy predictions have to be demonstrated to be more accurate than clinicians’ intuitive prognostic assessments preferably using statistics that allow clinicians to compare prognostic errors. Additionally, they should use patient information that is readily and reliably available. Whether use of a standardized life expectancy calculator would reduce undesirable practice variation in regards to decisions involving estimates of life expectancy needs to be determined. Strong comparative evidence that using a quantitative prediction model can improve healthcare decisions and outcomes most likely will be needed to change current practices.
CONCLUSIONS

Life expectancy calculators based on readily available electronic data that have acceptable performance for estimating one-, 5-, and 10-year life expectancy in middle age to older adults are feasible. These calculators need to be validated for use in primary care practices. There are no data on the effect of using these life expectancy calculators on patient or provider decisions or outcomes. If a life expectancy calculator is made available, it remains to be determined whether primary care providers would use it or whether it would improve healthcare delivery, resource use, patient experiences, or outcomes.
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